
1 Introduction
A vast amount of numerical data is generated in to-
day�s computer networks. Extracting information
from the data interests parties like operators, main-
tenance personnel and even users. It is often impos-
sible to analyse the whole data, but one has to focus
the analysis on an important portion of the data.
This is where classification steps in: if the data can
be classified using some criteria, only the classes of
interest can be selected for analysis or processing
while the rest is rejected. 

It is crucial to choose a suitable method for the
classification. The aim of this paper is to compare
the features and results of two different methods,
Fuzzy C-means clustering and classification based
on rough sets. Each of the methods can be used for
classification of network traffic data, and each one
has its own advantages and disadvantages.

The topic of network data classification has
been studied before in [1] and [11]. 

2 Theoretical background

2.1 Fuzzy C-means clustering
Fuzzy C-means (FCM) algorithm, also known as
Fuzzy ISODATA, was introduced by Bezdek [3] as
an extension to Dunn's [5] algorithm. FCM-based
algorithms are the most widely used fuzzy cluster-
ing algorithms for practical purposes. 

Let X = {x1,x2,...,xN}, where xi ∈ ℜn, present a
given set of feature data. The objective of the FCM-
algorithm is to minimize the Fuzzy C-means cost
function formulated as

. (1)

V = {v1,v2,...,vC}, vj ∈ ℜn, are the cluster cent-
ers. U = (µij)N×C is a fuzzy partition matrix, in
which each member indicates the degree of mem-
bership of data vector xi in cluster j. The elements
of matrix U should satisfy the following conditions:

µij ∈ [0,1] , i = 1,...,N, j = 1,...,C (2)

, i = 1,...,N (3)

The exponent m ∈ [1,∞] is the weighting expo-
nent determining the fuzziness of the clusters. The
most commonly used distance norm is the Euclide-
an distance dij = ||xi � vj||2, although Babuska sug-
gests that other distance norms could produce better
results [2].

Minimization of the cost function J(U,V) is a
nonlinear optimization problem, which can be min-
imized with the following iterative algorithm:

Step 1. Initialize the membership matrix U with
random values so that conditions (2) and (3) are sat-
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isfied. Choose appropriate exponent m and termina-
tion criteria ε. 
Step 2. Calculate cluster centers V:

, j = 1,...,C

Step 3. Calculate new distance norms

, i = 1,...,N, j = 1,...,C

Step 4. Update the fuzzy partition matrix U:
If  dij > 0 (indicating xi ≠ vj), then

.

Else, µij = 1.
Step 5. If the termination criterion is met, stop. Else,
go to Step 2.

A suitable termination criteria could be to evaluate the
cost function (Eq. 1) and see whether it is below a cer-
tain tolerance value or if its improvement compared to
the previous iteration is below a certain threshold [10].
Also the maximum number of iteration cycles can be
used as a termination criterion.

2.2 Rough sets theory
The method of data base analysis presented here is
based on the rough sets theory and was introduced by
Pawlak [13] in the early 1980's. It deals with the clas-
sificatory analysis of data tables. 

In rough sets theory, a data set is represented as a
table called an information system. It is a pair
A = (U,A), where U is a non-empty finite set of ob-
jects, called universe, and A is a non-empty finite set
of attributes. For each object x ∈ U and attribute
a ∈ A, a: U → Va. The set Va is called the value set of
a. 

One of the attributes is often called the decision at-
tribute. It implies a known outcome of classification.
Other elements of A are now called condition at-
tributes. This kind of an information system is called
a decision system. 

The starting point of rough sets theory is the indis-
cernibility relation. Indiscernibility relation is intend-

ed to express the inability to discern some objects
from each other due to lack of knowledge.

Let A = (U,A) be an information system. Then any
B ⊆ A determines an equivalence relation [12]
INDA(B), which is called the B-indiscernibility rela-
tion and is defined as follows: 

INDA(B) = {(x,x�) ∈ U2 | ∀a∈B a(x) = a(x�)}

If (x,x�) ∈ INDA(B), then objects x and x� are indis-
cernible from each other by attributes from B. The
family of all equivalence classes of INDA(B) are de-
noted U / INDA(B), or simply U / B. For example in
Table 1, objects x1 and x2 are indiscernible by at-
tributes {a1,a2}, but after adding the attribute a3 they
are discernible from each other. The partition con-
structed by attributes of B = {a1,a2,a3} for the objects
in Table 1 is

U / B = {{x1},{x2,x5},{x3,x6},{x4,}}.

Now a new partition of universe U can be found by
the indiscernibility relation. Let A = (U,A) be an infor-
mation system and let B ⊆ A and X ⊆ U. X can be ap-
proximated using only the information contained in B
by constructing the B-lower and B-upper approxima-
tions of X. These basic operations in rough sets theory
are defined as follows:

BX = ∪{Y ∈ U / B | Y ⊆ X}

BX = ∪{Y ∈ U / B | Y ∩ X ≠ ∅}

BX is the set of all objects of U that can be certainly
classified by set B as members of X and BX is a set of
the objects that can be probably classified by B as
members of X. The set

BNB(X) = BX � BX

is referred to as the B-boundary region of X and thus
consists of those objects that cannot surely be classi-
fied into X on the basis of knowledge in B. If the
boundary region of X is the empty set, then X is crisp
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Table 1  An example decision system.

a1 a2 a3 d

x1 10-20 Yes 1-5 1

x2 10-20 Yes 5-10 0

x3 20-35 No 5-10 0

x4 20-35 No 1-5 1

x5 10-20 Yes 5-10 1

x6 20-35 No 5-10 0



with respect to B and if it is not the empty set, then X
is referred to as rough with respect to B. The set 

U � BX

is called the B-outside region of X and consists of the
objects that can be certainly classified by set B as not
belonging to X.

The decision attribute d induces a partition of the
universe of objects U. The induced partition is there-
fore a collection of equivalence classes Xi, called de-
cision classes. In most applications, decision classes
are the sets to be approximated. For example, let X1 =
{x | d(x)=1} in Table 1. The set approximations for X1
are

BX1 = {x1,x4}, 

BX1 = {x1,x2,x4,x5},

BNB(X1) = {x2,x5} and

U � BX1 = {x3,x6}.

As a measure of quality of a partition approxima-
tion by attribute set B, it is possible to compute the co-
efficient

,

where card is a set cardinality. It expresses the ratio of
elements that can be properly classified employing at-
tributes in B to all elements of the universe. If
γ(B,d) = 1, it is said that d depends totally on B; and if
γ(B,d) < 1, it is said that d depends partially on B.

An information system may contain unnecessary
attributes. For a decision system this means that all
condition attributes are not needed to describe de-
pendencies between condition and decision attributes.
The simplification of dependencies is based on the
concept of relative reduct of rough sets theory. [15]

The relative reduct of the attribute set B with re-
spect to γ(B,d) is defined as a subset RED(B,d) ⊆ B
such that 

1. γ(RED(B,d),d) = γ(B,d) and 
2. for any a ∈ RED(B,d),

γ(RED(B,d)�{a},d) < γ(B,d), that is the relative re-
duct is a minimal subset with respect to property 1.

An information system may have more than one
reduct. Intersection of all reducts is called the core. 

The simplest way of rule generation is to interpret
each row of a reduced decision system as a rule, i.e.,
the values of condition attributes imply a certain value

of decision attribute. For example the first row in Ta-
ble 1 can be read 

if a1 is 10-20 and a2 is Yes and a3 is 1-5 
then d is 1

If the condition attributes always imply the same
value of decision attribute, the decision rule is said to
be consistent (certain), otherwise the decision rule is
inconsistent (possible).

3 Analysis

3.1 Data collection
NetFlow is a switching technology developed by Cis-
co [8]. In addition to switching, it enables collecting
flow data from routers [4]. In NetFlow, a central con-
cept is a flow. A flow is a uni-directional stream of
packets with common source and destination, proto-
col, type of service and input interface [7]. A session
in turn consists of one or more similar flows. Entries
in the data collected by NetFlow are sessions and re-
ferred to as rows in this paper, describing the form of
the data matrix. Each row has several attributes, for
example source and destination ip-addresses, source
and destination ports and timestamps.

The data used here was collected from a test net-
work with several types of servers and users. Fig.1 il-
lustrates the system: The router running NetFlow is
between a local area network (LAN) and the Internet.
Traffic is recorded from the inside interface of the
router, in other words the byte and packet counts of the
data indicate traffic flowing out of the LAN. A suita-
ble amount for the analysis was two days' traffic.

3.2 Preprocessing of data
All the preprocessing described below was done using
MATLAB. MATLAB�s Fuzzy Logic Toolbox was
used for Fuzzy C-means clustering, whereas rough set
operations were done in ROSETTA [16]. ROSETTA
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Fig.1 Illustration of the data collection system.
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is a software toolkit capable of performing all the op-
erations introduced in section 2.2 as well as several
different algorithms for data processing and classifi-
cation.

The data included a huge number of applications
using a huge number of ports. To focus the analysis to
the relevant part of data, only the applications with a
percentage of more than 0,1 % of the data were cho-
sen. This elimination left 13 different applications in
the data, rest of them were considered too rare to be
classified. Application as such was not included in the
data, but it can be inferred from source and destination
ports [9]. Because the data covered only unidirection-
al traffic, destination port was used in place of the ap-
plication.

In rough sets classification, the number of classes
is inherently induced by the decision attribute and was
thus 13. In FCM on the other hand, the result is a set
of clusters instead of classes. The number of clusters
is the most important parameter set by the user. In this
experiment, a priori knowledge was used to set the
number of clusters to 25. A cluster number greater
than the number of applications in the data is reasona-
ble because of the ambiguous nature of some applica-
tions. For example, different parts of DNS (domain
name server) may diverge to separate clusters. Several
ways to determine the number of clusters in FCM can
be found in [6] and [14].

There were 14 attributes available in the data. Out
of these 14, some were considered to be useless or
even harmful to the classification. For example, ip-ad-
dresses were rejected because the goal was to recog-
nize different applications from the characteristics of
the sessions, not addresses. 

The selected condition attributes for rough sets
were time of the day, protocol, packet count, byte
count, flow count, duration and total active time. For
FCM, the number of attributes had to be kept smaller
for computational reasons and thus the original at-
tributes were processed to yield bytes per packet and
bytes per second. In addition to these, packet count,
flow count and duration were used. Qualitative at-
tributes like protocol could not be used with FCM be-
cause there is no meaningful distance measure
between qualitative attribute values. 

The aim was to classify network traffic sessions
(data rows) by applications. The two methods differ
slightly in the nature of classification. Rough sets can
be used to classify the data straightforwardly by using
the application as the decision attribute and approxi-
mating the decision classes induced by application
(see section 2.2). FCM in turn builds clusters of simi-
lar applications. A cluster can contain several applica-

tions and thus cannot be directly labelled with one
single application. 

After selecting the significant applications and at-
tributes as described, there were 15832 rows of data
left. The amount was split into a training set and a val-
idation set containing 75 % and 25 % of the data, re-
spectively. 

Among the attributes, there were some of them
with continuous values. Additionally, discrete values
with a large range (for example byte count) had to be
considered continuous. These continuous-valued at-
tributes were discretised for rough sets. The discreti-
sation was performed with equal frequency binning
[16].

In FCM, it is important to have similar ranges for
different attributes to avoid dominating attributes in
the cost function (Eq. 1). Some attributes had an expo-
nential distribution, so a logarithmic scaling was ap-
plied to them. A linear scaling was sufficient for the
rest of the attributes.

4 Results

4.1 Fuzzy C-means clustering
Several hundred rounds of the FCM algorithm pre-
sented in section 2.1 were run on the training data to
achieve best results. The algorithm produces one rule
per cluster, which means 25 rules in this case.

Subsequently, the validation data set was used to
attach applications to the clusters obtained. This pro-
cedure can be thought of as turning clusters into class-
es: each cluster is given a name of an application.
Because a cluster can contain more than one applica-
tion, this naming procedure is not always feasible but
was done here for comparison with rough sets classi-
fication results. 

Each row of the test data was attached to the clos-
est cluster center, which is called nearest prototype
[3]. The rightmost column of Table 2 tells how many
per cent of all data rows attached to the cluster repre-
sent the application mentioned in fourth column. It
should be noted that the percentage is not a quality
measure of the classification, it just tells how much
the cluster contains data from the application that it is
named after. Percentages in Tables 2 and 3 are thus not
comparable.

Some observations can be made from the results in
Table 2. Applications with features different from oth-
ers, like icmp and dns, formed clusters almost alone.
Most applications have several different subsets that
were divided into separate clusters. 



The table lists only the application with the highest
hit rate. Also some of the second highest are interest-
ing: For cluster 17, 16,5 % of the attached applications
were dns. Hence, http and dns requests are obviously
similar in characteristics because they were insepara-
ble by FCM.

4.2 Rough sets 
As mentioned in section 3.2, the attributes were cho-
sen using a priori knowledge. This knowledge turned
out to be quite relevant: no reduction could be made
using the technology described in section 2.2, which
means that all attributes were necessary for the classi-
fication with rough sets.

Rules were generated simply by interpreting each
unique row of the training set as a rule. Some filtering
was performed to reject the least relevant rules. Incon-
sistent rules, i.e. rules with similar condition attributes
but different decision attributes, were removed with a
simple voting mechanism: each rule was attached to a
counter telling how many data rows supported the
rule, and the rule with the largest counter value was
selected among the ambiguous ones. After these oper-
ations, the size of the rule base was 193 rules. 

To see how the generated rule set behaves with
new data, the validation set was classified using the
rules. Table 3 shows results from the validating classi-
fication.

The fourth column of the table shows a percentage
of successfully classified data rows for each applica-
tion. Most of the applications were classified with a
percentage of more than 90. There are some applica-
tions showing a poor percentage. But taking into ac-
count the numbers from the third column, one can see
that the poor performance is due to a small amount of
data. 

The classification of http-traffic (port 80) did not
succeed as well as other main applications. It can be
noted that 17 rows (7,2 %) of http were classified as
ftp (port 20), which is quite natural since the two ap-
plications are possibly similar in characteristics. This
is the largest single error of the classification test. The
total percentage on the bottom line of Table 3 is a
weighted average of all applications.

Table 2  Results from classification of the validation 
data set based on Fuzzy C-means. Applications were 
attached to the nearest cluster, and the application 
with most hits is listed with the cluster.[9]

Cluster 
number

Number 
of data 
rows

1st application
Port Name Hit rate 

1 257 0 icmp 100 %
2 34 0 icmp 100 %
3 35 0 icmp 100 %
4 55 0 icmp 100 %
5 148 0 icmp 100 %
6 109 0 icmp 100 %
7 51 20 ftp 100 %
8 55 20 ftp 83,6 %
9 187 20 ftp 95,5 %
10 69 20 ftp 99,1 %
11 15 53 dns 99,6 %
12 66 53 dns 100 %
13 463 53 dns 98,9 %
14 115 53 dns 98,9 %
15 136 53 dns 100 %
16 28 80 http 100 %
17 34 80 http 83,5 %
18 79 80 http 92,5 %
19 212 80 http 76 %
20 40 123 ntp 49,6 %
21 59 137 netbios-ns 84,8 %
22 25 434 mobileip-agent 100 %
23 1177 434 mobileip-agent 100 %
24 25 8888 unknown 100 %
25 301 31779 unknown 79,4 %

Table 3  Results from rough sets based classification 
of the validation data set.[9]

Application Port Number 
of data 
rows

Successfully 
classified

icmp 0 602 89,2 %
ftp/default data 20 355 99,7 %
ftp/control 21 7 0,0 %
dns 53 2177 98,6 %
http 80 235 80,1 %
ntp 123 76 93,4 %
netbios-ns 137 66 95,5 %
mobileip-agent 434 150 99,3 %
unknown 1321 13 0,0 %
napster 6699 12 16,7 %
napster 6700 5 0,0 %
unknown 8888 146 97,9 %
unknown 31779 114 94,7 %
Total 3958 95,1 %



5 Conclusion
A fair comparison of the results is difficult because of
the differences in the classification methods used.
Taking into account the experimental nature of this
study, results from both methods can be considered
fairly good.

The results show that Fuzzy C-means clustering is
not a perfect method if a classification into predeter-
mined classes is desired. FCM rather groups the data
into clusters of similar data, regardless of which appli-
cations the data points in a cluster represent. While
some applications were still classified remarkably
well, the clusters are more useful in finding similar ap-
plications.

Rough sets theory showed its power in classifying
data into sets inherently induced by a decision at-
tribute. The price paid is the size of the rule base.
Rough sets generated 193 rules, while FCM managed
with only 25 rules. 

The data used was not perfectly suitable for either
of the methods. Rough sets theory could easily handle
qualitative attributes but required discretisation of the
quantitative ones, while FCM had problems with at-
tributes with irregularly distributed values. 

Further research needs on the topic include devel-
oping methods for preprocessing, reducing the rule
base and perhaps applying classification online.
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