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Abstract
In an oriental medical diagnostic process, human

doctor accumulates the observed complex symptom
data from the patient and diagnoses the person’s ill-
ness. The doctor tries to infer from the visible ob-
served symptoms based on his knowledge and what
his understanding before he comes to a conclusion.
A complicated observation is regarded as generated
from a number of hidden and simpler factors and
can be analyzed by a factor analysis model. We de-
velop an automatic oriental medical diagnostic sys-
tem which consists of a specific three layer model in
help of a binary independent factor analysis based
on BYY harmony learning. We consider the diag-
nosis for a kind of the oriental causal illness name,
’GanDamSpYeol’, with the observed symptoms by
this model.

1 Introduction
An important domain for data mining is extract-

ing the diagnostic rules from the patient’s data for
the medical diagnosis. Human doctor accumulates
the observed complex symptom data from the pa-
tient and diagnoses the person’s illness. The doctor
tries to infer from the visible observed symptoms
based on the rules in his knowledge base and what
his understanding before he comes to a conclusion.

Efforts of building an automatic medical diag-
nostic system have been made in past years on de-
veloping knowledge base expert systems with IF-
THEN type production rules for knowledge repre-
sentation. The study for the medical diagnostic sys-
tem can be traced back to MYCIN as a well known
system. Using production rules and Certainty fac-
tor it is successfully developed. However, efforts
along this direction suffer certain intrinsic limita-
tions. First, the rules as well as the corresponding
reasoning structure are built via manually encod-
ing the knowledge of experienced doctors. It not
only takes high cost to obtain the rules from the
experts but also has a difficulty in establishing a
good rule base. It has a lack of extracting the rules
automatically. Second, the system doesn’t have au-
tomatic learning process and is not easy to be up-

dated adaptively. Because of static property, it has
the difficulty that the rule base of this system has
to be updated by the experts manually whenever
its environment is changed. Moreover, its rule base
is increased to the large amount and becomes com-
plex because it has to contain all the possible rules.
It may have the problem of redundancy.

As the interest on the oriental medical diagnosis
is increased, efforts on building the oriental medical
system have been made via the production systems
such as in MYCIN. However, in the oriental medi-
cal diagnostic domain, the new knowledge process-
ing paradigm and the efficient data mining technol-
ogy is more necessary because the oriental medical
diagnostic process is highly heuristic and the per-
formance of a medical doctor highly depends on
his experience. In a general point of view, oriental
medical doctor accumulates many samples from the
patients in the particular domain, separates several
simpler independent factors, classifies them into the
several groups and forms rules in his brain. The
complex observed symptoms are regarded as gener-
ated from the number of simpler factors in a noisy
environment.

It is well known philosophy that a complicated
observation is regarded as generated from a num-
ber of hidden and simpler factors. Many efforts
in this area have also been made on developing
mathematical theories that implement this philoso-
phy in a number of scientific and engineering fields.
The earliest effort can be traced back to the begin-
ning of the 20th century by Spearman [1], and had
been followed by various studies in the literature
of statistics and neural network, which uses a lin-
ear model x = Ay + e that interprets the observed
data x = [x(1), ..., x(d)]T as generated from hidden
factors y = [y(1), ..., y(k)]T via a linear system dis-
turbed by certain noise e that is independent of y.

One recent approach for implementing such a
concept is an independent factor model based on
Bayesian Ying Yang (BYY) harmony learning, pro-
posed by one of authors. BYY Independent Factor
Model can be applied to the oriental medical diag-



nostic area by providing a new tool for separating
the independent factors from the observed mixed
data. Its ability of adaptive learning and of de-
termining number of independent factors makes it
a more appropriate method than the production
rule based model in the doctor’s heuristic experi-
ence based oriental medical domain.

In this paper, we develop an oriental medical
diagnostic system based on the BYY binary inde-
pendent model implemented in a three layer struc-
ture. In Sec.2, BYY independent factor model is
introduced. In Sec.3, an automatic oriental medi-
cal diagnostic system is presented in a three layer
diagnostic model in help of an independent binary
factor model based on BYY harmony learning. In
Sec. 4, we apply it to the diagnostic problem for the
oriental causal illness from the observed symptom
data.

2 Independent Binary Factor Model
via BYY harmony learning

2.1 Independent Binary Factor Analy-
sis

We consider the linear model x = Ay + e with a
Gaussian noise e of zero mean and covariance ma-
trix Σ as well as EyeT = 0. Equivalently, such a
linear model can be described by the following dis-
tribution

q(x|y, φ) = G(x|Ay,Σ), φ = {A,Σ}. (1)

where G(u|m, Σ) means a Gaussian distribution of
variable u with mean m and covariance matrix Σ.

Moreover, we consider y = [y(1), ..., y(k)]T with
each component subject to a Bernoulli distribution.
That is, we have

q(y|ψ) =
k∏

j=1

qy(j)

j (1 − qj)1−y(j)
, ψ = {qj}k

j=1, (2)

where the dimension k indicates the scale of the
inner representation y. In this case, k is simply the
number of binary factors. If k are too small , we
could not get good inner representations due to the
limited representing capacity. On the other hand ,
if they are too large, it is difficult to form compact
representations thus the modeling performance is
poor.

Both q(x|y, φ) and q(y|ψ) together specify an in-
dependent binary factor model. Assume that we
have a set of samples of x, our learning task con-
sists of specifying the parameter set θ = {φ, ψ},
which is called parameter learning, and specifying
the number k of factors, which is called model se-
lection in the sense that different values of k cor-
respond different models with a same configuration
but in different scales.

2.2 BYY harmony learning for Inde-
pendent Factor Analysis

The Bayesian Ying-Yang (BYY) learning was
proposed as a unified statistical learning framework
by one of the present authors firstly in 1995[6] and
systematically developed in past years. The ob-
tained results can be summarized from both the
perspective of general learning framework and the
perspective of specific learning paradigms. From
the 1st perspective, BYY learning consists of a
general BYY system and a fundamental harmony
learning principle as a unified guide for developing
new regularization techniques, a new class of crite-
ria for model selection, and a new family of algo-
rithms that perform parameter learning with auto-
mated model selection. From the 2nd perspective,
the BYY learning on specific structures lead us to
three major statistical learning paradigms, with a
number of new results on the existing major tasks of
unsupervised learning and supervised learning, as
well as their temporal extensions for modeling data
that has temporal relationship among samples[4].
The details results from both the perspectives have
been recently summarized in[2,3].

The key idea of Bayesian Ying Yang system is
to consider the joint distribution of x, y via two
types of Bayesian decomposition of the joint den-
sity q(x|y)q(y) = q(x, y) = p(x, y) = p(y|x)p(x).
Without any constraints, the two decompositions
should be theoretically identical. However, the four
components in the two decompositions are usually
subject to certain structural constraints. For ex-
ample, in our case we have q(y) = q(y|ψ) with the
structure in eq.(2) and q(x|y) = q(x|y, θ) with the
structure in eq.(1). Moreover, we can also let p(x)
given by a nonparametric estimate from samples of
x. Similar, p(y|x) may also has a specific structure.

Thus, we usually have two different but comple-
mentary Bayesian representations:

p(x, y) = p(y|x)p(x),
q(x, y) = q(x|y)q(y), (3)

which, as discussed in the original paper[6], com-
pliments to the famous Chinese ancient Ying-Yang
philosophy with p(x, y) called Yang model that
represents the observation domain or space X (or
called Yang space) with a underlying p(x) and
the forward pathway (or called Yang pathway) by
p(y|x), and with q(x, y) called Ying model that rep-
resents the invisible inner domain or space Y (or
Ying space) by q(y) and the Ying (or backward)
pathway by q(x|y). Thus, such a pair of Ying-Yang
models is called Bayesian Ying-Yang (BYY) sys-
tem.

Usually, p(x) is given by a nonparametric esti-
mate from samples of x. Here, we simply consider

p0(x) = 1
N

∑N
t=1δ(x − xt). (4)



A combination of the structures for the rest three
components q(y), q(x|y), and p(y|x) is referred as a
system architecture. There are three typical struc-
tures. Among them, a backward architecture con-
sists of a parametric q(x|y) while p(y|x) remains
free to be decided via learning. In this paper,
q(x|y) = q(x|y, θ) is a parametric model in eq.(1)
and we also let p(y|x) free to be decided via learn-
ing. That is, we consider a specific backward archi-
tecture.

Given two p, q in known structures with each of
them having some unknowns in either or both of the
scale and the parameters, the task of learning is to
specify all the unknowns from the known parts of
both the densities. Our fundamental learning prin-
ciple is to make p, q be best harmony in a twofold
sense:
• The difference between p, q should be minimized.
• p, q should be of the least complexity.

Mathematically, we use a functional H(p‖q) to
measure the degree of harmony between p and q,
which is called harmony measure. In our case,
the harmony measure takes the following simplified
form

H(p‖q) = 1
N

∑N
t=1

∑
yp(y|x) ln [q(x|y, φ)q(y|ψ)] − ln zq.(5)

where zq is a term that has three typical repre-
sentations. The simplest case is zq = 1 and corre-
spondingly the learning is called empirical learning.
This paper considers this simple case only. The
other two cases are referred to [2].

In a summary, we can describe a mathematical
implementation of the BYY harmony learning as
follows

max
θ,k

H(p‖q), (6)

which can be implemented either in a parallel way
such that model selection is made automatically
during parameter learning or in a sequential way
such that model selection is made after parameter
learning. The details are referred to [2,3].

Setting zq = 1 and maximizing H(p‖q) with re-
spect to a free p(y|x), we get

p(y|x) = δ(y − ŷ),
ŷ = arg max

y
[q(x|y, φ)q(y|ψ)],

H(p‖q) = 1
N

∑N
t=1 ln [q(x|ŷt, φ)q(ŷt|ψ)]. (7)

Furthermore, maximizing H(p‖q) with respect to
φ, ψ, we get the following adaptive updating rules

qj =
1

1 + e−ξj
,

ξnew
j = ξold

j + η(y(j) − qj),
e = x − Aoldŷ, Anew = Aold + ηeŷT ,

Σnew = (1 − η)Σold + ηeeT , (8)

where η > is a learning step size. Thus, an adap-
tive learning can be made by repeating getting ŷ by
eq.(7) and then making updating by eq.(11). The
above algorithm eq.(7) and eq.(11) is firstly given
in [5] and then further refined with new features in
[2].
2.3 Parameter learning with auto-

mated model selection
Model selection, i.e., to deciding the number of

k hidden independent factors, is an important issue
in building an appropriate independent binary fac-
tor model. As shown in [2,5], one advantage of the
BYY harmony learning is that k can be determined
automatically during parameter learning. To real-
ize this point, what needs to do is set k large enough
and implement parameter learning by

max
θ

H(θ),H(θ) = H(θ, k), (9)

during which θ tends to a value θ∗ such that the
resulted BYY system is equivalent to having an ap-
propriate scale k∗ < k.

In our problem, the above eq.(9) is implemented
by repeating getting ŷ by eq.(7) and then making
updating by eq.(11). When k is initialized at a large
value, during learning, one or more of qj will tend
to either 1 or 0, which means that the correspond-
ing factor yj can be discarded. So, by setting a
threshold of a small positive number ε, we simply
delete a factor yj when its corresponding pj < ε or
pj > 1 − ε during learning.

Alternatively, we can also make parameter learn-
ing and model selection sequentially in two steps.
With k prefixed, we enumerate k from a small value
incrementally, and at each specific k we perform pa-
rameter learning by repeating getting ŷ by eq.(7)
and then making updating by eq.(11), resulting in
the best parameter value θ∗. Then, we select a best
k∗ by

min
k

J(k), J(k) = −H(θ∗, k), (10)

If there are more than one values of k such that
J(k) gets the same minimum, we take the smallest.

In our problem, we have

max
k

J(k) = −0.5d log σ2 + Σm
j=1[qj log qj + (1 − qj) log(1 − qj)] (11)

Particularly, if we fix qj = 0.5, we have

J(k) = −0.5d log σ2 + k log 2 (12)

3 An oriental medical diagnostic
data mining by BYY Binary Inde-
pendent Factor Analysis

We consider to develop an automatic oriental
medical diagnostic system in help of a binary inde-
pendent factor model based on the BYY harmony



learning. Specifically, we regard that the diagnostic
process by oriental medical experts actually con-
sists of two steps. First, a long period accumula-
tion of previous experiences on observing a large
number of symptoms has developed a factor model
x=Ay+e in the brain of experts and thus upon ob-
serving the symptoms of a particular patient, the
brain removes the noise in the observed symptoms
and then associate them to the hidden factors. Sec-
ond, a set of rule y → z is set up from these hidden
factors to the corresponding diagnostic decision.

This automatic oriental medical diagnostic sys-
tem has the three layer structure performed by two
step algorithm. In the first step algorithm , the bi-
nary factor analysis using BYY harmony learning
is performed and in the second step algorithm, a
set of rules are set up according to their associative
relations of y → z by the learning algorithm.

At Step I, what we need is to learn the factor
model x = Ay + e from a training set of symptoms
of past patients. We consider a slightly simplified
version of eq.(1) with Σ = σ2I, i.e., q(x|y, φ) =
G(x|Ay, σ2I). Still, we let the binary factor y =
[y(1), ..., y(k)]T given by eq.(2).

From the binary factor analysis, we can extract
the rules and interpret by analyzing two terms. One
is to analyze the structure and the other is to in-
terpret the mixing matrix, A.

First, we can analyze the structure of y after the
best k∗ is selected by model selection during the pa-
rameter learning,. Specifically, each y(j) is binary
taking either ‘1’ denoting that this factor affects
an observed symptom or ‘0’ for denoting that this
factor is irrelevant to the symptom. Adopting this
binary independent factor model in our diagnostic
system is justified because it is quite nature to be-
lieve that hidden factors should be of the least re-
dundancy among each other, otherwise a compound
factor can be further decomposed into simpler fac-
tors. Also, it is reasonable to believe an observed
symptom resulted from whether one or particular
hidden factors occurs, with ‘1’ denoting the occur-
rence of such a factor and ‘0’ denoting not. Each
y(j) is distributed by their associative relations in-
side pattern.

Assuming the observed groups, {P1, P2, ..., Pm},
the binary factor
y = [y(1), ..., y(k)]T for the same group, Pi, selected
by the learning algorithm has the similar structure.
They are clustered to the similar pattern of binary
factors which belong to the same group. By ana-
lyzing the structure of y, the medical rules among
the patterns can be extracted. We regard the spe-
cific structure of y as one rule for its correspond-
ing group. Moreover, in the help of the expert
the meanings of each binary factor y(i) can be also
extracted and interpreted. Then, this system can
provide the appropriate diagnostic tools for the ori-

ental medical diagnosis by extracting not only the
medical rules but also hidden causes via binary fac-
tor analysis based on the BYY harmony learning
and analyzing the structure of y. This technology
is very useful in the oriental medical domain where
the oriental medical doctor regards the disease as
the broken state of harmony in the human body
and he tries to find the hidden causes inducing the
broken state because it can provide a good tool for
developing the oriental medical diagnostic system.

Second, the mixing matrix A is the generative
rule generating the symptoms from the hidden fac-
tors, y. The generative rules can be induced by
interpreted binary factors y and mixing matrix A.

Step I can be adaptively implemented by iter-
ating eq.(7) and eq.(11), which are summarized as
follows:

As each xt comes, we implement three steps
iteratively until it converges.

STEP I

(1) Get yt = arg maxy[q(xt|y)q(y)] or
yt = argminy{0.5(‖x−Ay‖

σ2 )2−∑k
j=1 y(j)lnqj +

(1 − y(j))ln(1 − qj)}.
(2) Get et = xt − Aoldyt,

update Anew = Aold + ηety
T
t ,

σ2 new = (1 − η)σ2 old + η‖et‖2.

(3) Let qj = 1/[1 + exp(−cj)],
update cnew

j = cold
j + η(y(j)

t − qj);

where η > 0 is a small step size.
At Step II, we set up another mapping by

p(z|y,B, b) =
m∏

j=1

pz(j)

j (1 − pj)1−z(j)
,

pj = 1/(1 + e−uj ),
u = [u1, · · · , um]T , By + b = u. (13)

It can be made by getting a set of training pair y, z
with y obtained from Step I by the mapping x → z
and with z obtained from the corresponding diag-
nostic records of diagnostic decision by an oriental
medical expert.

The B, b can be learned via the maximum like-
lihood learning adaptively, which is summarized
below:
We implement two steps iteratively with the gained
ŷ from Step I and the corresponding teaching signal
z, until it converges:

STEP II

(1) Get u = [u1, · · · , um]T , Bŷ + b = u,
pj = 1/(1 + e−uj ),
f = [f1, ., fm]T , fj = zj − pj

(2) update Bnew = Bold + ηfŷT ,
bnew = bold + ηf ,



Figure 1: The curve J(k) for source number detec-
tion, correct source number k∗ = 6

4 Experiments

We applied the above three layer model to the di-
agnostic problem for finding the hidden causal fac-
tors from the patient’s symptoms and for classifying
the current disease. The symptom data of liver dis-
ease,oriental causal illness name ‘GanDamSpYeol’
and ’GanGiBuJog’, are used for experiments. We
used the accumulated 200 samples of patient in-
cluding the normal cases for experiment. The data
of patients consist of the number d = 7 of the ob-
served symptoms and the number m = 2 of the
diagnostic illness name. The symptoms used in the
experiments are denoting ‘jaundice’, ‘fever’, ‘nau-
sea’,‘yellow urine’,‘taut and rapid pulse’,‘diziness’
and ‘sallow complexion’. We used two types of dis-
ease names for classifying. One is the diagnostic
causal disease ‘GanDamSpYeol’,which is the causal
disease denoting the illness state caused by the high
dampness and the high heat in the liver and gall-
bladder in the oriental medical diagnostic area. The
other is ’GanGiBuJog’ denoting the illness state
caused by the deficiency of liver-blood and the de-
ficiency of liver-Gi.

In order to implement this diagnostic process,
we use the two step adaptive algorithm given the
previous section. In the experiment, the number
of d = 7 of the observed symptoms are mapped to
the selected number of k = 6 of factors by model
selection. The results of the detection of k∗ by J(k)
given by equation (11) are shown in figure 1.The
minimum point k=6 is selected as the correct source
number.

Figure 2 shows the hamming distance errors as
the learning of STEP I goes with epoch t and Fig-
ure 3 shows the errors of the learning STEP II.
After t = 17 epochs, the error of Step I converges
and after about t = 70 epochs, the error of Step II
converges. In Step I, the patient’s symptom data
xt are recovered to yt. In Step II the relations be-
tween the recovered terms yt and diagnostic illness

Figure 2: STEP I : Error Curve

Figure 3: STEP II : Error Curve

name zt are set up.
In this system, the diagnostic process is per-

formed after the training phase is finished. we get
the diagnostic result zt from the observed symp-
toms xt by Step I and Step II sequentially. We se-
lect three samples as examples of diagnosis of this
oriental medical system for plotting and use the lin-
guistic terms of symptom denoting ‘more serious’,
‘serious’, ‘medium’, ‘slight’, ‘less slight’ and ‘not’
for the purpose of interpretation.

Figure 5 denotes the example of ’Gan-
DamSpYeol’, the sample no. 42. The output values
of Zm are produced from 7 symptoms. The values
of Pj are 0.9985 and 0.001183. We can make a de-
cision from this values that the diagnostic result is
’GanDamSpYeol’ because they are interpreted to
(Z1 = 1) and (Z2 = 0). Figure 6 shows the exam-
ple of ’GanGiBuJog’, the sample no. 14. From the
diagnostic result, we can find the diagnostic dis-
ease of this sample is ’GanGiBuJog’ because Pj ,
0.050552 and 0.987176, is interpreted to (Z1 = 0)
and (Z2 = 1).

As a result, from testing with 200 sample data
of the patients and comparing its diagnostic output
data to the diagnostic results of a human doctor, we
could get the accuracy of 91.5% though the oriental



Figure 4: Estimated A,B

Figure 5: The diagnostic result of ’GanDamSpYeol’
and its explanation : patient no.42

Figure 6: The diagnostic result of ’GanGiBuJog’
and its explanation : patient no.14

medical diagnostic process is highly heuristic.
It is necessary to interpret the oriental disease

name to the western style name for the easy com-
munication because we are more familiar with the
western style name in the modern times. This sys-
tem has the explanation part that provide the west-
ern style disease name corresponded to the oriental
causal illness state. Especially, in the oriental medi-
cal diagnosis, medical doctors regard the causal fac-
tors more important than the explicit illness name
because they analyze the causal factors from the
observed symptoms and give a treatment for cur-
ing the causes basically. They give a treatment with
the gained causal illness name after diagnosis. But
for helping the patients to understand well, the ori-
ental medical doctors interpret the causal illness
state to the illness names in the view of western
style medical illness name and explain this to the
patient.

5 Conclusion
The binary independent factor model based on

the BYY harmony learning is suggested for auto-
matic discovery medical diagnosis. We proposed a
three layer factor model for the medical diagnosis.
The model can not only recover the hidden fac-
tors from the visible observed symptoms but also
produce the reasonable diagnostic results. Exper-
iments on the binary hidden sources are demon-
strated with success.
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