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Abstract: - A neuro-fuzzy method is proposed for diseases number prediction on the basis of expert regularities
that can be revealed in available experimenta data. The neuro-fuzzy technology allows to organize the training
processin real time and to use al of new experimental data for on-line improvement of the prediction model.
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1 Introduction
The prediction of the number of diseases of some
type or other is a necessary element of organization
of medical-preventive measures. From a formal
viewpoint, this problem is related to a wide class of
problems of predicting discrete sequences [1] origin-
aing not only in medicine but aso in engineering,
economics, sociology, etc. The nontrivial nature of
the prediction of discrete sequencesis due to the fact
that, in contrast to well-algorithmisized interpolation
procedures, the prediction requires the extrapolation
of data on the past to data on the future. In this case,
it is necessary to take into account an unknown low
governing a process generating discrete sequences.
A grest number of papers deal with the
development of mathematical models of prediction.
The methods based on probabilistic-statistical means
are most widely used; however, their use requires a
considerable amount of experimental data, which are
not aways available under the conditions of even
recent events. Interest has recently been revived [2]
on the use of artificial neural networks for the
solution of prediction problems. The networks are
considered as universal models akin to the human
brain, which are traned to recognize unknown
regularities. However, a large sample of data is
required in the case of training neura networks, as
well as in the case of using probabilistic-statistical
methods. Moreover, a trained neural network does
not permit to explicitly interpret the weights of arcs.
An approach of diseases number prediction based
on expert fuzzy IF-THEN rules has been proposed
in [3]. The problem of IF-THEN rules training has
been solved by off-line optimization technique
(gradient or genetic algorithm). This paper proposes
neuro-fuzzy model for diseases number prediction
which gives the posshility of training fuzzy
knowledge bases in redl time, i.e. on-line training.

2 Linguistic Mode of Prediction

We consider information on the incidence of
appendicular peritonitis disease according to the
data of the Vinnitsa clinic of children’s surgery in
1982- 2000 that are presented in Table 1.

Table 1. Distribution of the diseases number

Year [1982] 1983|1984]1985|1986{1987|1988|1989

Number of [109] 143 [161| 136 | 161 | 163 | 213 | 220
diseases

Year [1990] 1991]19921993]|1994{1995(1996|199/

Number of [162] 194 [ 164|196 | 245|252 | 240 | 225
diseases

Year |1998 1999|2000

Number of [160] 185 [ 174
diseases

Anayzing the disease dynamics in Fig.l, it is
easy to observe the presence of four-year cycles
whose third position occupies a leap year.
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Fig. 1. Disease dynamics
These cycles will be denoted as follows:
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where i is the number of afour-year cycle, x'1 is the
number of diseases during two years prior to a leap

year, xi2 is the number of diseases during one year
prior to a leap year,xg is the number of diseases

during aleap year, and x'4 is the number of diseases
during the year next to a leap year.

The regularities that can be seen in Fig. 1 are
eadsly written in the form of four expert opinions in
a natura language. These opinions are IF-THEN
rules that relate the sickness rates in the ith and
(i+1) theycles[3]:

IF x; =lowAND x;, =below average

THEN x'3 = below average,

IF x; = belowaverage AND X}, = below
averdge

F1= |THEN x'3 = aboveaverage

IF x; = belowaverage AND X}, = average
THEN x'3 = below average

IF x; = high AND x; = high

THEN x4 = high

IF xi = lowAND x'2 = below average,
THEN x, = low

IF x; = below average AND x;, =below
average,

THEN x, = above average

IF x; = belowaverage AND X5, =
average,

THEN x, = average,
IF x; = high AND x; = high,
THEN x, = above average

IF x = lowTHEN x;™* = below average
IF x, = aboveaverage

THEN x; ™" = below average

IF x, = average THEN x;™* = high

IF x, = lowAND x; ™" = below average,
THEN X' ;= below average

Fy= |IF X, =aboveaverage AND x; ™ =below
averige

THEN x' ;= average

IF x; = averageAND x;"* = high
THEN X' ";=high

The network of reations in Fig. 2, which
combines the rules generated above, shows that it is
possible, by the first two years of the ith cycle to
predict the situation for the next four years. for the
last two years of the ith cycle and for the first two
years of the succeeding (+21)th cycle.
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Fig. 2. A network of relations for prediction

To use the expert-linguistic opinions F , F4, we
apply the methods of the theory of fuzzy sets [4].
According to this theory the linguistic estimates
“low”, “below average’, and others are formalized
with the help of membership functions. We will
specify these functionsin the following form [5] :

1
m' (x)= 2
1+89(' bg
¢ c o

whereb and c are parameters that are first chosen by
an expert and then are adjusted according to

experimental data and m' () is the number within
the range of [0,1] characterizing a subjective
measure of conformity of the vaue of x to a
linguistic estimate T.

The parameters b and ¢ chosen by an expert for
various linguistic estimates and used in rules
F1, F4, ae presented in Table 2. The membership
functions obtained in this case are shown in Fig.3

Table2. Parameters of membership functions before
training

Cinguistic estimates Parameter
of variables x| , X b
low (L) 100 50
below average (bA) 160 30
average (A) 195 25
above average (8A) 222 20
high (H) 260 30
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Fig. 3. Membership functions of linguistic estimates
before training

In addition to the two-parameter membership
functions chosen above, other functions can aso be
used, for example, triangular or trapezoida ones [4],
containing three and four adjustable parameters.

We denote by lg,xj the range of possible values
of the diseases number. Let us subdivide this range
into the following five parts associated with the
linguistic estimations: low(L), below average (bA),
average (A), above average (aA), and high (H).
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Then, using the fuzzy-logic operations min (AND)
and max (OR), and the principle of weighted sum
for transformation of a membership function into a
precise number, we can write a model of prediction
in the following explicit form:
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Using the obtained model we can receive rough
forecasting of diseases number as shown in Fig. 4.

260

a5
nf (5]

i +1)

4

180

100

1982

1986

1990 1994 1998 2000

Fig. 4. Comparison of the experimenta data( )
and prediction model (-----) before training

To increase the precision of prediction it is necessary
to train the model by available experimental data.

3 Neuro-fuzzy Model of Prediction

For on-line training of above mentioned fuzzy model
we use the neuro-fuzzy method of nonlinear function
identification proposed in [6]. According to this
method a given system of fuzzy IF-THEN rules need
to be transform into the neuro-fuzzy network using
the elements presented in the table3. A neuro-fuzzy
model of prediction, based on the eements from
table3 is presented in Fig.5. Asis seen from Fig.5 the
neuro-fuzzy network has the following five layers.

(1) —the inputs of the model of prediction;
(2) — fuzzy terms used in knowledge bases F; , Fy;
(3) —conjunctions rows of knowledge bases;

(4) —the rules united in the classes [ X, Xq , X ;]
(5) — defuzzyfication operation.



Table 3. Elements of Neuro-fuzzy Network

Network Node [Node Name Function
u v Input v=u
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Fig. 5. Neuro-fuzzy model of prediction

The following weights are assigned to the edges of
the graph: unity (the edges between the first and
second layers, fourth and fifth layers); the
membership function specifying the grade of
membership of an input in afuzzy term (the edges
between the second and third layers); the weights of
rules (the edges between the third and fourth layers).
In defining the elements “fuzzy rule’ and “ class of
rules’ in Table3 the operations min and max from
formulas (1-4) are replased by the arithmetic
operations of multiplication and addition The
possibility of such areplacement is judtified in [4]. In
this article such a replacement enables us to obtain
analytical expressions that are easily differentiated.

4 On-line Training of the Neuro-fuzzy
Model of Prediction

The essence of training [6] lies in the selection of
the weights of edges that minimize the distinction

between the theoretical and experimental number of
diseases:
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where xi3, xi4,xi+1, xiz+1 are predicted numbers of
diseases depending on the parameters b and c of the
membership functions and rules weights,

o ol il oI+l

X3:Xg4: % 70 %5
diseases;

N isthe number of cycles used to train the model.

The following system of recursive relations is
used for on-line training:

are experimental numbers of

. fE
Wik (t +12)= wik (t)- hﬂwjkt(t) , (5
D +1)=cP (1) h—TEt
C1.4(t 1) C1-4(t) hﬂ(‘,fdr(t)’ (6)
D (1 +1)=bP (). h—TEt
biP ,(t+1) =" ,(t) h'nbl'?4(t)’ (7)

minimizing the criterion

1.
E =§(Xt - % )?

which is used in the theory of neura networks, where

% and x are theoreticadl and experimental
number of diseases at the tth step of training;



Wik (t) isweight of kth rule, combined diseases
numbers in the years njj inrelation Fj, j=14

cilF_) 4(t), bip 4(t) a_re parameters of membership

function of variable x_, to pth fuzzy term at the

tth step of training;
h is parameter of training which can be chosen in
accordance with the recommendations of [7].

The agorithm of training neuro-fuzzy networks
is similar to the back-propagation rule and consists
of two stages. At the first stage, a model-based value
of the object output (x) corresponding to given net-
work architecture is computed. At the second stage,
the value of the discrepancy (E; ) is computed and
weights of interneural connections are recal cul ated.
The formulas for computation of partial derivatives
in recursive relations (5)-(7) are presented in the
Appendix. After training of the prediction mode for
N =4, which means using the data obtained over
the years 1982-1997, the expert-linguistic regula
rittes F; -F, weights presented in Table 4 ae
evaluated. It was supposed before training that rules
weights were equal to 1. Parameters of membership
functions after training are presented in Table 5.

Table 4. Weights of the expert-linguistic regularities

Rulesweightsin F; Rulesweightsin F3
Wi | W2 | Wiz | Wig | W3y | W3 | W33
1.000 {0.999| 0.564(0.885( 1.000| 1.000 | 0.668

Rulesweightsin F, Rulesweightsin F,
Wpp | W22 | W23 | W24 | Wygy | Wgp | Wg3
1.000 {1.000{ 1.000{1.000( 1.000| 0.992 | 0.965

Table 5. Parameters of membership functions after
training

Linguistic estimates Parameter

of variables x , X, b ¢
low (L) 99944 | 8194
below average (bA) 145.813| 19.504
average (A) 194.949| 6.999
above average (aA) 234.001| 10.636
High (H) 249.134 | 42.742

As is seen from Tables 2 and 5 after training the
neuro-fuzzy network we have the greatest changes
in the parameters i of membership functions. This
can be explained by the fact that in forming the
fuzzy knowledge base the expert has specified
aufficiently exact postions of the maxima of
membership functions (b) and weights of the rules
(w). The choice of large vaues of the parameters i

by the expert testifies to a considerable uncertainty
in estimating fuzzy terms. A decrease in the vaues
of the parameters fi in the course of training has
resulted in a concentration (compression) of
membership functions which testifies to the removal
of the uncertainty in estimating fuzzy terms.
Membership functions after training are presented in
Fig.6. The following vaues were taken into

consideration: X =100, x;=140, x, =180, x3=210,

x4 =232, x=260.
L bA A aA H
oo
0 F F + Xl > )64
100 140 180 220 260

Fig. 6. Membership functions of linguistic estimates
after training

The training time estimated on a Neleron 450
processor was equal to 25 minutes for 5000
iterations. It has alowed to train the neuro-fuzzy
model of prediction in real time. The training was
performed until the prognose produced by the neuro-
fuzzy network was sufficiently close to experimental
data. The application of tuned membership functions
dlows one to obtain a prediction modd that is
sufficiently close to the experimenta data (Hg. 7).
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Fig. 7. Comparison of the experimental data(___ )
and prediction model (-----) after training

Since experimental values of the numbers of
diseases in the years 1998-2000 have not been used
in training the mode, the proximity of the
theoretical and experimental results for these years
demonstrates  the sufficient quality of the
constructed prediction model from the practical
viewpoint. A comparison of the results of smulation
with the experimental data and aso a prediction of
the number of appendicular peritonitis diseases until
2005 is presented in Table 6.



Table 6. Diseases number evolution prediction

Y ear 1982[19831984{1985 1986|1987|1988/1989
Experiment| 109|143| 161|136| 161 | 163 | 213 | 220
Theory 167|138| 165| 167|214 1216
Error 6(2(4(4])1]|4

Y ear 199011991{1992/1993 1994{1995|1996{1997

Experiment| 162 (194|164 (196 245 | 252 240 | 225
Theory 173(204|165(197| 240 | 250| 250 | 220
Error 11|10 1 (1| 5|2]10(5

Y ear 19981199920002001| 2002[20032004{2005
Experiment| 160 (185|174
Theory 162|193(180(203| 223 | 249| 250 | 220
Error 2186

5 Appendix

The patial derivatives in rdations (5)-(7)
characterize the sensitiveness of the error (E) to a
change in parameters of a neuro-fuzzy network and
are computed as follows:
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6 Conclusion

In this paper a neuro-fuzzy method is proposed for
the prediction of the evolution of diseases on the
basis of expert information on regularities that can
be reveded in available experimental data. The use
of expert information in the form of the natural
language rules IF-THEN formalized by means of
fuzzy logic alows to construct models of prediction
in the case of relatively small (in comparison with
statistical methods) samples of experimenta data.
An advantage of the prediction model proposed is
the transparency and invariability of the rules IF-
THEN , in which the membership functions of fuzzy
terms can be trained as new experimental data are
accumulated. The neuro-fuzzy technology used for
diseases number evolution prediction alows to
organize the training process in real time and to use
new experimental data for on-line improvement of
the prediction model. The method proposed can be
recommended for the prediction of discrete
sequences not only in medicine but aso in physico-
technical applications, economics, sociology, €tc.
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