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Abstract: - Our team has worked for about ten years on a neural network model that use not continuous inputs but
pulse inputs, being inspired by the nature of biological neuron’s inputs. This spiking neuron model, called
STANN (Spatio-Temporal Artificial Neural Network), enables thus to process spatio-temporal data, that is to say
data where the spatial information evolves in the variation in time. This family of neural networks has been put
into practice with handwritten character recognition and lipreading problems, which has shown its potential. On
the other hand, we have also proposed a generic method to generate spikes when raw data are not. In this article,
these tools are confronted with audio. The objective is speech recognition of digits on a well known database:
Tulips1.
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1 Introduction
Speech recognition is a problem studied for many
years and of course numerous neural network models
have been tested for this operation (among many
other kind of tools). But until now, none of the recent
spiking neuron models, being inspired by the biologi-
cal neurons, has been used. According to us, the most
likely reason of this is that audio signal is far from a
pulse signal and its conversion is not obvious.

In this article, we shows that the simple and gene-
ric pretreatment we proposed in [17] for lipreading in
order to generate spikes can be extended to audio si-
gnal and that its using with STAN (one of these recent
spiking neuron models whose efficiency has been
shown over handwritten character recognition [15]
and lipreading [2]) gives satisfactory results.

Section 2 presents how we chose the representa-
tion of the sound as input of our system. Section 3
deals with the generation of pulses in order to use
STANNs presented in Section 4. Section 5 shows the
first simulations in differents conditions. Some con-
cluding remarks and prospects are given in section 6.

2 Audio signal and its processings : 
which choice?
As it will be presented in 3., vector quantization is
used to generate pulses so the representation of the
sound is chosen only according to this constraint. Di-
rect vector quantization on the sound is not robust
since the speech is too oscillating and too phase sen-
sitive. On the other hand, vector quantization on the

sound to analytic ends has already been used but on
the results of the processings resumed in Appendix 1.

In [7], the autors make a vector quantization to re-
cognize words. Four dictionnaries are created: one
for the vector with 12 cepstrum coefficients, one for
the 12 delta cepstrum coefficients, one for the delta
log energy and one for the delta delta log energy. In
[8], a system based upon neural nets, makes the ob-
jective estimation of rebuild sound. It uses 14 MFCC.
The autors tested both a multilayer perceptrion
(MLP) and a radial basis function net (RBF), and
found a better robustness with the RBF, that is to say
the neural net that uses prototypes. In [10], the vector
quantization is compared when applied on wavelet
coefficients and on linear prediction coefficients
(LPC). In the special case of digit recognition, LPC
works better. In [13], a system that generates 8 facial
animation parameters (according to MPEG-4) is pre-
sented. Two solutions are considered. On the one
hand, a vector quantization is made on large vectors
containing both the 8 facial animation parameters and
16 linear prediction coefficients. Then the parameters
are those in the prototype closests to LPC. On the
other hand, a MLP using 16 cepstrum coefficients
(computed from LPC) give the 8 facial animation pa-
rameters. In [5], 12 MFCC are quantized (through a
Kohonen self organized map or a neural gas) and
used to make the unsupervised learning of a temporal
organization map (TOM).

Eventually, since cepstral coefficients, log energy
and their delta values are already available in the da-
tabase (see 5.), and since vector quantization works,
among many others, on these parameters, we decided



to use them. But there are still many possibilities. We
can use only the 12 cepstrum coefficients, the 12
cepstrum coefficients and the log energy, or the who-
le 26 parameters.

3 Pulse generation
In order to generate easily impulses from multidi-
mensional signals evolving continuously in variation
in time, we proposed in [17] to make a static vector
quantization (VQ) on the signals captured at different
moments. The vector quantization enables to associa-
te a shape prototype to the static shape (defined at a
moment by the values of every sensor). The generic
procedure defines four steps but in this special case of
audio, we restricted it to three steps:

Learning: 
1) Definition of the M static prototypes. 

Exploitation : 
2) Identification at each time t of the prototype Pk

that is the closest to the input signal X(t).
3) A pulse is emitted. The M ouputs of the pretreat-

ment module are equal to zero but the output
associated to prototype Pk on which is generated
a pulse. The value of the pulse is in this applica-
tion defined to 1.
Thus, to apply the STAN on audio problems, once

the nature of the inputs is chosen, we need to define
only the number of prototypes for the vector quanti-
zation.

The objective is to have the system described on
Fig.1

We now present the next and last tool: STAN

4 Classification system: STANN

4.1 STAN
The STAN (Spatio-Temporal Artificial Neuron) is an
artificial neuron model created by Vaucher [18],
whose underlying coding had been integrated in clas-
sical neural architectures [16]. Its principle is to code
two-degrees-of-freedom discrete events (amplitude
and date) with complex numbers that are also biva-

riant (amplitude and phase). 
A STAN is defined by four elements (Fig.2). First,

as in classical models, a STAN is characterized by its
weight vector (W), its potential function (V or D) and
its transfer function (F). The last parameter, called
TW, represents the size or the temporal window insi-
de which sequences of impulses should be identified
(it can be compared to the maximal delay in a classi-
cal dynamical neuron).

Calculations are managed according to the fol-
lowing way: a  amplitude impulse emitted at time
t1 on the jth component of the input vector X, is coded
at current time t by the complex number:

If a second impulse, with an amplitude equal to
, is emitted at time t2 on the same component, it is

added to current state and this result ages. Thus:

and later:

The operation (2) is realized each time a new im-
pulse is emitted.

Once the input vector X is computed, the potential
is equal either to the hermitian product:

or to hermitian distance:

These potential functions in the complex domain
are similar to dot product and euclidian distance in
the real numbers.

Fig.1: Speech recognition system with STANN

Fig.2: STAN: Spatio-Temporal Artificial Neuron
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4.2 Integration in nets : the STANNs
Since an algebra with a dot product and a distance is
available, this neuron model has been able to be inte-
grated in classical neural network architectures, adap-
ting easily the learning and relaxation algorithms to
complex algebra. Thus [16] and [1] presents spatio-
temporal adaptation of the multilayer perceptron (ST-
MLP), of the radial basis function neural networks
(ST-RBF), of the Reilly, Cooper and Elbaum
networks (ST-RCE), of the Kohonen self-organised
maps (ST-Kohonen) and its no neighboorhood ver-
sion (ST-Kmeans).

A general utilization procedure for the networks
using hermitian distance in order to classify spatio-
temporal signals has then be defined in [1].

In our example, as in [17], we use a ST-RCE clas-
sifier (see Appendix 2).

5 Tests
To apply STAN on audio, we decided to work with a
base that already exists and is well known. We chose
a bimodal base, that is to say a base where we can ex-
ploit both the images and the sound to make the reco-
gnition of digits. From this base, we took only the
sound. It is the base called Tulips1 [14]. In this base,
twelve persons say twice in english digits from 1 to 4.
According to the digit, the sequence and the locutor,
from 6 to 16 images are available. Audio information
is available under two forms : a raw form and a pre-
treated form via 26 audio parameters per image: 12
ceptrum coefficients, the log-energy function, and
their derivates.

In order to have a good idea about the learning and
robustness capacities of the STAN in audio, we also
decided to test digit recognition with three distinct
protocols : the monolocutor recognition, the multilo-
cutor recognition, and the recognition with an unk-
nown locutor.

5.1 Monolocutor recognition
The principle is quite simple : we take the first se-
quence as the learning base and the second sequence
as the test base. We make this operation for each of
the 12 persons.

The best results were with 29 prototypes on 26 pa-
rameters. The score is 97.6%, i.e. only one mistake:
digit 4 with Isaac, recognized as 1. With 10 prototy-
pes on 24 parameters (12 cepstrum coefficients and
12 delta cepstrum coefficients), we already have

89.6% of good recognition. The mistake matrix is :

5.2 Multilocutor recognition
The principle is to learn by a unic network the pro-
nunciation of many people. Every first sequence is ta-
ken as learning base. Every second sequence is added
to the test base. Best results were obtained with 45
prototypes quantizing the 26 parameters. Success rate
is 93.8% with the following mistake matrix:

Nevertheles, with only 25 prototypes, we already
obtained a success rate of 91.7%. The matrix of con-
fusion is in this case:

5.3 Unknown locutor recognition
The protocol is that of [11]: 22 sequences (2 se-

quences of 11 people) are used for learning. The tests
are made on the 2 sequences of the last person. We
made this twelve time, changing the tested person.
Best results were with 25 prototypes on 26 parame-
ters. The mean result is 82.3%. The mistake matrix

Recognized digit

1 2 3 4

Digit

1 12 0 0 0

2 0 12 0 0

3 1 1 10 0

4 3 0 0 9

Recognized digit

1 2 3 4

Digit

1 10 0 1 1

2 0 12 0 0

3 0 0 12 0

4 1 0 0 11

Recognized digit

1 2 3 4

Digit

1 9 1 1 1

2 0 12 0 0

3 0 1 11 0

4 0 0 0 12
3



is:

6 Conclusions et perspectives
In this article, we confront the utilization of STANNs
with three classical problems in speech recognition:
recognition of digits in molocutor conditions, multi-
locutor conditions and unknown locutor conditions.

The first results of speech recognition by spiking
neural networks are quite promising and let us envi-
sage about two directions of work.

On the one hand, other sound processings  than
cepstrum transformation should be tried before vec-
tor quantization in order to optimize the robustness of
the whole system, especially in unknown locutor con-
ditions. Indeed, the state of art shows vector quanti-
zation applied on LPC or wavelet coefficients.

On the other hand, since we have exactly the same
classification system for lipreading and speech reco-
gnition, it will be interresting to try to use both kind
of information in a unic system, making thus a effi-
cient bimodal recognition system.
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Recognized digit

1 2 3 4

Digit

1 18 2 1 3

2 0 22 1 1

3 2 3 18 1

4 3 0 0 21
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Appendix 1: Audio processings
This appendix is a very brief quote of the differents
existing sound processings and their relations.

A1.1 Auto-Regressive model (AR)
The AR model is a mathematical model based upon
the simple putting up an equation of the biological
model of the speech production system and giving an
all pole transmittance for the system. The sound si-
gnal at the larinx’s output is likened either to a white
noise (unvoiced sound) or to the response of a Dirac
pulse group through a second order filter. The vocal
canal is modelised by a series of acoustic tubes, i.e. a
succession of second order resonators. A theoric jus-
tification can be read in [6].

Eventually, the AR model consists in saying that
the sound X is the result of the filtering through a all-
poles filter H of a source U that is either a gaussian
centered white noise or a pulse train whose frequency
is the pitch.

In the temporal domain, it amounts to the fol-
lowing recurrence:

That is to say a sample is a linear combination of
the previous samples and the excitation. It is this re-
currence that defines the p-order auto-regressive mo-
del.

A1.2 Linear prediction analysis
Historically speaking, the linear prediction analysis is
the most important speech analysis techniques. The
principle is tu use recurrence relation of AR model
(6) by considering that the source U is always null
and that the autoregressive model is selfsustained
(with the proper initialisation). The coefficients ai
are calculated in order to minimise the mean
square error of the estimated signal.

A1.3 Spectral analysis
Of course, at the very beginning of speech analysis,
the Fourier transform was very used since it was the
unique tools that dealt with frequencies. But this
transformation is not satisfactory. If it makes it possi-
ble to know the present frequencies in the signal, it
does not make it possible to know when. Whereas the

vocal signal can be regarded as stationary only over
one very short period (from 10 to 30ms), this infor-
mation is important for speech analysis.

The first solution to this problem was the short-
term Fourier Transform. The concept is to modulate
the sine of the Fourier transform by multiplying it by
a window function. Most of the time, this window
function is zero outside some defined range (as rec-
tangular window or a hamming window). But it just
needs to have a finite energy so it can be also a gaus-
sian (in this case, it is also called the Gabor trans-
form) ([3] [19]).

A1.4 Formants
The formants are the maximum of the envelope of the
spectrum function. The first maxima is the pitch and
only the second, third and fourth formants are exploi-
ted. Used for a long time to identify phonemes, there
are less used today (see [3]).

A1.5 Filter bank analysis
The first application of filter bank analysis was the
spectrogram that can plot the short-term power in dif-
ferent frequency bands as a function of time (very
close to short-term Fourier transform). But the pro-
blem is that the filter bandwidth has to be chosen. A
narrow band resolves harmonics but blur the tempo-
ral resolution (of burst for example). A wide band re-
solves fine temporal details but loosed fine frequency
details.

So, and with also the idea of approximating the
sensitivity of the human ear, non-linear frequency
scales were proposed. The best-known non-linear fre-
quency filter bank is probably the Mel scale. The hi-
ghest the frequency is, the largest the bandwidth is
and the best the temporal resolution is.

A1.6 Gabors filters and wavelets
Short-term Fourier analysis suffers the same resolu-
tion problem as linear filter bank analysis. So more
recent methods, as Gabor filters and wavelets, were
created in order to have a good temporal resolution in
high frequencies, and poor onset information but a
good harmonic resolution at low frequencies.

In Gabor filters, a sine wave modulates a gaussian
window. but this window does not have a constant si-
ze. It depends on the frequencies that are studied.

(6)x k[ ] ai x k i–[ ]⋅
i 1=

p

∑+ σ u k[ ]⋅=
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Thus the complex expression of a Gabor filter is :

For wavelets, the temporal atom is more com-
plicated (define as a low pass filter and the com-
plementary high pass filter with some properties
[4], [19]) but the rescale principle is quite simi-
lar. Once we have the mother fonction , we
find the whole discret base thanks functions

 defined by :

s is the scale that expand or compresse the wave-
let.  is the shifts of the function.

A1.7 Cepstral analysis
Inspired by homomorphic treatments, the ceps-
tral analysis consists in transforming the tempo-
ral convolution in addition, using the log
function in the frequency domain. Indeed, if:

then

Most of the time the spectral amplitude is
enough. In any case, we can see that slowly va-
rying components of log(X(z)) are represented by
the low frequencies and the fine details by the
high frequencies. Hence another Fourier trans-
form is the natural way to separate the compo-
nents of H and U.

Extremely fortunately, for the calculation of
the cepstrum coefficients, the function logarithm
and two Fourier transforms are not necessary. In-
deed, only the first cepstrum coefficients are use-
ful. They can be approximate by a non-linear
filter bank (Mel filter cepstrum coefficients:
MFCC) or from the coefficients of the autore-
gressive model since the cepstrum coefficients
respect the following recurrence relation (see
[3]): 

Appendix 2: The used ST-RCE
A RCE is a two-layer networks. In the first layer, the
weights are associated to points in the input space and
each neuron compute the distance between the input
vector X and its weight vector W (function D as in a
RBF). The transfer function is normaly a rectangle
function which gives 1 if X is in the sphere of influen-
ce of the neuron centered on W, and 0 otherwise. In
our case, we need at least one neuron to be activated
so we prefer a Winner Takes All function, that is to
say the neuron with the closest weight vector to X is
activated at 1 and all the other have 0. The second
layer has got as many neurons as there are classes.
Links between the first and the second layer are bina-
ry links such that an active neuron of the first layer
actives at least one and only one neuron of the second
layer. During the learning phase, which needs several
passes, the number of neurons on the first layer is
changeable. At initialization, the layer is empty. For
each new example, distances are computed between
the input vector and the different weight vectors.
Three cases are possible:
• The example is in no sphere of influence. A new

neuron is thus created: its weight vector is equal
to the example and its radius of influence is equal
to k times the lowest distance to other neurons (k
is lower but close to 1).

• The example is in the sphere of influence of a
neuron associated to another class (by the binary
link between the layers). The radius of influence
of this neuron is changed to k times the distance
between the neuron and X, and a new neuron is
created as in first possibility. 

• The exemple is in the sphere of influence of a
neuron associated to the same class. No modifica-
tion is made.
The learning is performed with the base until the

presentation of every example creates no new neuron.
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