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Abstract In this paper we show how a cognitive mapping theory [1,2] can be used to implement a navigational
map for a robot. At the core of this theory is the notion that a representation is computed for each local space the
robot visits. These representations are connected in the way they are experienced to form a topological network
of local space descriptions. We show how the local space representation is computed using a laser scanner which
gives a limited 180o view of the robot’s environment. We describe how the topological map grows as the robot
moves through different local spaces. One of the most studied problems in robot mapping is that of tracking the
robot’s location when sensory and odometric errors are accumulating in the robot’s map. We argue that the struc-
ture of the robot’s map should simplify the process of localising the robot and improving the map as the robot
becomes more familiar with its environment. Thus we show how our representation facilitates both updating the
map and tracking the robot’s location.
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1 Introduction
We have developed a theory of cognitive maps

which has at its core the notion that an autonomous
agent building a memory, i.e a “map in the head”
termed a cognitive map, for the places it visits must
first compute a representation for each individual
space visited [1,2,3]. The space the agent occupies,
termed the local space, is defined as the bounded
region that appears to enclose the agent. In a cogni-
tive map the representation for the local space would
include what the agent saw, how things within it were
arranged, what actions were carried out and perhaps
the agent’s impressions of that part of the environ-
ment. The cognitive map develops as the representa-
tion for each local space visited is added to a
topological network of such representations (see Fig.
3). We initially tested our cognitive mapping theory
in a simulation of a robot traversing a 2D representa-
tion of a complex hospital environment. The results
of this simulation and a comprehensive description of
the theory and the algorithms employed can be found
in [2]. In this paper we show how our cognitive map-

ping theory can be applied to the problem of a robot
equipped with a laser sensor building a map of its
environment. The full expression of the “cognitive”
local space as described above is outside the scope of
the work we report here. We will therefore refer to the
cognitive map as a topological map for the remainder
of this paper.

Two themes which emerge from the cognitive
mapping/robot mapping studies of artificial intelli-
gence and robotics researchers are: (i) the notion of a
representation for the local space [2, 4] versus (ii) a
global representation [5, 6] in which conceivably the
individual’s total experience of their spatial environ-
ment could be represented using a single coordinate
system. Related to these is the idea of a metric repre-
sentation [2, 5], where properties such as distance,
size and location are explicitly or implicitly repre-
sented, versus a topological representation [2, 4, 5, 7,
8] where relationships such as connectivity are repre-
sented. The local space could be represented topolog-
ically, as in for example, the relationships between
some key landmarks [8], or metrically where the
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structure of the space would be identified within
some reference frame. (see [9] for a discussion of
topological versus metric representations of space).
The individual’s total memory for its environment
could be stored in a topological representation, as a
collection of metric local space representations, each
with its own reference frame. The connections
between pairs of local space representations would
indicate that one could travel directly from one to the
other. This idea of a topological network of metric
local space representations is central to our cognitive
mapping theory [2] and thus the robot mapping we
describe in this paper.

Occupancy grids, where the environment is repre-
sented by a fine grained grid of cells which are
marked as occupied or not, are a popular method for
representing the environment metrically. They have
been used in both global [5, 6] and topological maps
[4]. A significant problem with occupancy grids is
their computational complexity. Other methods for
representing the environment, termed “feature-
based”, extract important geometric information (e.g.
edges and corners) directly from the sensory data [10,
11, 12]. 

Our approach to computing a representation of the
environment is feature-based; the description of the
local space comprises the surfaces and exits on its
boundary. It differs from other methods using this
paradigm in that we firstly believe it is not necessary
to compute an accurate representation from the
robot’s early experiences of its environment. Sec-
ondly we believe that the structure of the robot’s map
should simplify the process of tracking the robot’s
location and improving the map as the robot becomes
more familiar with its environment. We have noted
from studies of psychologists and geographers on
cognitive maps for human and animal navigation [13,
14] that the most important piece of information that
a navigating agent needs to compute is exits because
they tell the agent how it can leave the space it is cur-
rently in. From a computational point of view it is
much simpler to obtain surface information from
exits than it is to obtain exits from surface informa-
tion. Importantly, we do not require accurate and
detailed surface information to obtain a useful
description of the local space. 

In the next section we describe our exit-based
approach to computing a robot’s local space. In Sec-
tion 3 we describe a straightforward method for local-
ising the robot in a local space. We present our
conclusions in Section 4.

2 Building a topological map from par-
tial laser scans of the robot’s environ-
ment.

The topological map comprises a representation
for each local space visited with connections to others
which have been experienced as neighbours. We refer
to local space representation as an Absolute Space
Representation (ASR) a term which emphasises the
separateness and independence of each individual
local space. This term will be used to signify the local
space representation throughout the remainder of the
paper.

2.1 Constructing the representation for the 
local space (ASR)

From the “view” the robot has of its environment
the ASR algorithm firstly works out where the exits
are. It does this by looking for surfaces which
occlude other surfaces as it is here that the gaps in the
boundary of the local space, i.e. the exits occur. The
first step constructs an occlusion map from the read-

ings in the initial 180o laser scan the robot takes of its
environment (see Fig. 1). An occlusion is detected
when the disparity between adjacent readings in the
laser scan is greater than half a metre. The occlusions
are the lines labelled occ. The first occlusion map
obtained for a local space is termed the master occlu-
sion map as it is updated and used to recompute the
ASR as the robot explores its local environment. The
ASR depicted in Fig. 1 is the very first ASR the robot
computed at startup. From its initial 180o view of its
environment the robot has no notion of what is
behind it. However, one can safely add a point
directly behind the robot to the occlusion map, so that
the ASR algorithm will form a complete closure
around the robot. As the robot enters subsequent
ASRs the robot will have the exit just traversed
directly behind it.

The next step in the algorithm, calculating exits,
requires surface information. Coarse surface informa-
tion is created by connecting the points which lie
between occluding points. These rough surfaces are
the dark lines not marked occ in Fig. 1 (c). For each
occlusion in the master occlusion map the algorithm
determines which part of the gap associated with it is
the actual exit. The exit computed is the shortest “vir-
tual surface” which “covers” the occlusion. We refer
the reader to [2] for an in depth description of this
part of the algorithm. Surfaces outside the exit are
eliminated. The point behind the robot ensures that
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two temporary exits are added to form a complete
enclosure (see Fig. 1 (d)).

Exits computed as above have a dual role, in the
traditional sense to indicate where the robot can leave
the current space and to indicate parts of the environ-
ment which are yet to be uncovered. These two roles
are distinguished by labelling the latter as unknown
(see U1 in Fig. 1 (g)) and the former as known (see
E1-E3 in Fig. 1 (g)). As the robot moves about the
local space parts of it that were once unknown are no
longer so, and the exits covering these areas are
updated. We describe the updating process in the next
section. A more complete discussion on the role of
exits in the updating process can be found in [2]. Cur-
rently we limit the range of the laser scan to 8 metres.
Gaps in the boundary which result from surfaces that
are outside this range are marked as unknown exits as
they perform a similar function as the unknown exits
described above. 

Note the ASR computed here is a robot-centred
representation, i.e. ASRs do not look very “room
like”. Clutter such as desks and chairs are significant
objects to a small robot and appear to enclose it. A
typical cluttered laboratory could give rise to several
ASRs.

2.2 Extending the initial local space represen-
tation

The initial ASR roughly describes the space sur-
rounding the robot. It may define exits which the
robot could use to leave the local space and it identi-
fies regions that require further exploration. At this
point the robot could choose to leave via one of these
exits or it could decide to stay and explore the
unknown regions. In this section we describe this
exploration process - the filling in of the unknown
regions of the ASR with a “better” description as the
robot moves around the local space. For the ASR in

Fig. 1. Computing the first ASR. (a) The environment (b) The laser scan. (c) The first occlusion map constructed from the points in
(b). The occlusions are marked occ. The black lines are surfaces formed by connecting points between the occluding points. (d) The
ASR constructed from the master occlusion map in (c). E1 and E2 are known exits, T1 and T2 temporary exits. (e) the occlusion
map obtained when the robot turns towards the temporary exits behind the robot. (f) The master occlusion map after (e) has been
incorporated into (c). (g) The ASR generated from the master occlusion map in (f). U1 is an unknown exit. Note different scales
have been used to make the figures fit the space available.
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Fig. 1 (d) the robot would turn towards the temporary
exits T1 and T2. Fig. 1 (g) shows the updated ASR.
The updating process results in a further unknown
exit, U1 – the robot moves towards U1 and orients
itself for a better view which it can use to expand the
unknown region. As the updating process is similar
for both cases we will only describe the updating of
U1 below.

Thus the robot visits each of the unknown exits in
turn moving to a position where it can obtain a better
view of the region of the ASR they encompass. It
plots a path from its current position to a point in
front of the unknown exit (see Fig. 2 (a)) and moves
to this position (x in Fig. 2 (a)). It then takes a new
laser scan and from the resulting set of readings
shown in Fig. 2 (b) creates a new occlusion map. Fig.
2 (c) shows the new occlusion map for the point x in
Fig. 2 (a). Points from this map in the region of the
unknown exit U1 are incorporated into the master
occlusion map, i.e. the one depicted in Fig. 1 (f). The
updated master occlusion map is shown in Fig. 2 (d)
and contains some spurious occlusions. This is due to
accumulating error. We describe how we address this
problem in Section 4. Finally the ASR is recon-
structed from the master occlusion map (Fig. 2 (e)).
In this way the master occlusion map serves to collect
the data needed to construct an ever better ASR.
However it is the ASR itself which is used to decide

its own completeness. While it may seem that it
would be more efficient to update the unknown exit
in the ASR directly using information from the new
occlusion map this is not the case. Occasionally a
known exit is formed along side an unknown exit.
Once the unknown region is exposed it is clear that a
very different exit is called for. Recomputing the
ASR ensures that the newly exposed region is appro-
priately blended into the ASR, i.e. the ASR that
results is the same as that which would have been
computed if the unknown region had been exposed at
the outset.

2.3 The robot moves out of the initial ASR
Immediately the robot moves out of the initial

ASR, i.e. crosses one of its exits, it constructs an
ASR for the new local space it has entered. The con-
struction of the ASR proceeds mostly as before with
one exception. On entering the new local space the
robot knows something of the space behind it, i.e. the
whereabouts of the exit it used to enter the local
space. This exit must be part of the boundary of the
new ASR from the outset as it is the connection to the
ASR the robot has just left. However by the time the
robot comes to compute the new ASR the exit is
behind the robot and out of sight. Thus in all ASRs
subsequent to the startup ASR the exit used to enter

Fig. 2. Investigating an unknown exit. (a) A path has been plotted to the unknown exit the robot is about to investigate. (b) The
laser scan for the position marked x in (a) with robot facing the unknown exit. (c) the occlusion map generated from the laser scan
in (b) We only show the relevant parts as the map is too large to be include in its entirety. (d) the master occlusion map after the
occlusion map in (c) has been integrated into the master occlusion map Fig. 1 (e). (e) the ASR constructed from the master occlu-
sion map in (d). In (d) and (e) the parts which have been modified are encircled with dots.
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the ASR is added to the master occlusion map. This
forces two unknown exits to be constructed behind
the robot, adjoining the exit just crossed (see U1 and
U2 in Fig. 3(a)). Immediately the ASR depicted in
Fig. 2 (e) is left and a new ASR constructed for the
newly entered space, a connection between them is
established forming the beginnings of a topological
map (see Fig. 3 (a)). Fig. 3 (b) shows the topological
map created by the robot as it explored our labora-
tory. Note that ASR 1 is somewhat different to the
one constructed for the same space and depicted in
Figs 2 and 3. A computer laboratory is a very
dynamic environment. People come and go, chairs
move, bags are placed on the floor; all influence the
shape of the boundary of the ASR. We are currently
investigating how the ASR can be updated on the fly
as these changes occur. 

3 Localisation in the ASR
One of the advantages of a cognitive map com-

prising a topological network of local spaces is that
error is constrained to the local space. As the robot
leaves one ASR for another it starts afresh. However
error does accumulate as the robot moves around the
local space. This results in small localised distortions
on the boundary of the ASR where unknown exits are
updated (see Fig. 4). Over time the robot’s repre-
sented location will drift significantly from its actual
location.

In our system, error correction is a by product of
integrating the occlusion map for the robot’s current
view with the master occlusion map. To correct for
rotation error we capture an occlusion map before the
robot turns and immediately after, ensuring that
whenever the robot turns there is sufficient overlap in
consecutive occlusion maps. Occluding points in
each of the maps are matched and the average dis-
crepancy used to align the later occlusion map with
the earlier one and correct the error in the robot’s
location. Large outliers in error caused by moving
objects are ignored. A similar process is invoked to
account for translational error. Fig. 4 shows the effect
of this localisation technique on an ASR. Obviously
this simple technique is well suited to cluttered envi-
ronments which have an abundance of occlusions. It
would not be well suited to a robot which found itself
in a spartan local environment with the only door
closed. In such environments other reference points
from which to localise would need to be found. We
are currently investigating extensions to our method
which would account for a wider range of environ-
ments.

4 Conclusion
We have shown how a useful topological map for

a robot’s experience of its environment can be con-
structed using a theory of cognitive maps. The robot
is able to use the map to navigate from the moment

Fig. 3. The topological map. (a) The beginnings of a topological map. The robot has just left ASR1 and computed its initial repre-
sentation for ASR2. The unknown exits U1 and U2 indicate the unexplored region behind the robot. Similarly U3 indicates a region
in the ASR yet to be explored. (b) A topological map formed from the robot’s experience of our laboratory.
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the first ASR is created. The ASR defines the local
space the robot can move around in. Known exits tell
the robot where it can go to next. The initial ASR
computed is a rough representation which evolves
into a “better” representation as the robot moves
around the local space. While we have shown the
robot updating the ASR as it explores its unknown
parts the robot need not do this. Even if the robot left
the ASR without completing its exploration the ASR
would still form a useful link in the robot’s map of its
environment. In a dynamic environment the space
could be quite different when the robot returned. But
nevertheless it too provides an important link in the
robot’s map. We have shown how the ASR paradigm
for mapping the robot’s environment assists in local-
ising the robot in its environment. However we are
currently not exploiting the information gathered in
the occlusion maps during localisation, in the ASR
updating process. We also ignore the information the
robot collects while moving itself into position to
update an unknown exit. The updating could have
been completed long before the robot reached the
unknown region. Likewise we are currently not using
the occlusion maps collected during localisation to
update dynamic information in the ASR. We are cur-
rently investigating these problems.
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Fig. 4. Localisation. (a) The initial ASR computed without localisation. (b) The distortion
in the boundary from odometric errors as the unknown U1 is updated is encircled. (c) A
new run with localisation invoked (d) the unknown U1 updated with localisation.
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