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Abstract: - The simulation of realistic networks is an important aspect in the development of new protocols or
algorithms for communication networks. The traditional approach for such a simulation is to connect a certain
amount of sources to network nodes and to measure the link load, end-to-end delay etc. in the simulation in order
to evaluate the performance of the network.
Network providers have a different view: the traffic intensities in their networks are known, but their target is to
optimize the current network. Therefore the first step is to configure the simulation model to generate the same
traffic that was measured in the real network. We prescribe traffic intensities via a traffic matrix and propose a
method for the allocation of sources for all flows that minimizes the difference between prescribed and measured
traffic matrix.
We use HTTP/TCP source models for traffic generation since current Internet traffic is mostly TCP traffic. The
reactivity of TCP makes it hard to estimate the average rate of a single source, especially since TCP operates
not in steady state here due to the small average of the HTTP transfer volumes in the Internet. Nevertheless
we derive a simple estimate on the average rate per HTTP/TCP source in the paper that only uses network and
protocol properties that are known before carrying out the simulation with the actual parameters.
The performance of the proposed algorithm for the allocation of sources was evaluated by simulating three
network topologies with various parameters. We show in this paper that the performance of the method is good
under various conditions.
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1 Introduction

The classical network simulation experiments build
on the following setting: models of network nodes are
interconnected to form a certain network model. The
nodes are then equipped with a routing table and a set
of sources (producing packets for prescribed destina-
tions). As a result of the simulation, traffic intensities
on links and delays for the various flows can be deter-
mined which are subject to different parameter setting
optimizations like protocol variants used, buffer man-
agement and service disciplines in routers.

Network operators have a different problem: they
know the traffic on their links and would like to know
how the network state is affected when parameter set-
tings are changed. To answer this question it is neces-
sary to find a configuration for the simulation model
so that the simulated traffic matches closely the mea-
sured traffic. In order to solve this problem the num-

ber of sources for each flow has to be determined,
which would produce the known, observed traffic.
This is not a trivial problem since the steady state for-
mulas for the TCP throughput [1] are not applicable
for short-time connections that are characteristic for
WWW traffic.

We investigate this problem for a network which
mainly supports HTTP applications and thus builds
on the reactive behavior of TCP. The intrinsic fea-
tures of the WWW traffic within the last years are the
user behavior and the use of the HTTP/TCP protocols
and therefore it is important to use source models that
reflect this behavior as opposed to generating aggre-
gated traffic [2]. The traffic measured in the Internet is
known to be self-similar [3, 4]. Self-similar traffic is
usually generated with power-tail distributed random
variables [4]. We use the truncated power-tail distri-
bution [5, 6] for the HTTP volume to be transmitted
via TCP. The selection of the distributions and their



parameter fittings for the generation of self-similar
traffic can be found in [7].

We use the simulation software Ptolemy [8]
for which we implemented TCP “NewReno” and
HTTP 1.1 with pipelining, that is, the full HTTP
transfer volume is transmitted in one TCP connection
which is being closed at the end of the transfer. We
do not model the usage of parallel connections here.
The TCP implementation was validated with ns-2 [9].
The HTTP request of a client opens a TCP connection
via the three way handshake. A request for all em-
bedded objects (includes) is sent from HTTP client
to server after receiving the main HTTP object. The
TCP connection is closed by the client after receiving
all requested objects. After successful transmission
the user spends a certain amount of time reading. This
on / off behavior is the key for being able to derive a
simple estimation of the average rate of such a traffic
source, especially since the off-time (reading time) is
in general much larger than the on-time [7].

The rest of the paper is organized as follows. The
proposed algorithm for the allocation of sources is de-
scribed in Section2. The three simulation scenarios
used for the validation of the new method are illus-
trated in Section3. The simulation results are shown
in Section4. We conclude the paper with a summary
of the findings of the paper in Section5.

2 Algorithm for the Allocation of
Sources

We recommend to change stochastic distributions that
contribute to the mean on-time to constant values of
their respective mean values for a faster convergence
of the simulation and to change back to the proba-
bility distributions after reaching a good allocation of
sources. Especially power-tailed probability distribu-
tions, that are used to generate self-similar traffic, are
known to converge very slowly to their corresponding
mean value, so that it could be, that the achieved traf-
fic matrix is different from the specified one not due
to a wrong allocation of sources but due to a short
simulation time so that the probability distributions
did not converge to their respective mean values. A
distribution without a power-tail, like the negative ex-
ponential distribution used in our simulations, should
be used for the off-time in order to desynchronize the
sources.

Due to the granularity of integer values of the num-
ber of sources, the resulting accuracy is limited and

depends on the specified off-time and traffic matrix:
a larger off-time lets the average rate per source de-
crease and therefore the granularity is finer such that
the accuracy of the method increases. The smallest
values of the traffic matrix encounter the largest prob-
lem with the granularity. We have presented an early
state of this algorithm in [10] that focuses on the iter-
ations and shows that the algorithm converges fast.

2.1 Estimation of the Source Allocation

We regard the traffic matrixTPas given, the elements
t pi j denote the throughput of the flow between node
i and nodej in Mbit/s. The target is to estimate a
source allocationS that generates traffic as described
with TP. We derive an estimation of the average
rate of a single HTTP/TCP source that can be applied
for all flows so that the source allocationS can be
achieved. The average rate of a single HTTP/TCP
source in the flow from nodei to nodej is

rsrci j =
v

toni j + to f f
[Mbit/s], (1)

wherev represents the average HTTP transfer volume
in Mbit

v = b·8/106 (2)

andb is the average HTTP transfer volume in Bytes.
The quantitiestoni j andto f f are the average HTTP on-
and off-times, respectively (download time and read-
ing time). The distributions and parameters ofto f f

andv are given quantities from measurements of the
user behavior, e.g. from [7]. The value oftoni j de-
pends onv and is in general hard to estimate due to
the reactivity of the TCP protocol. Measurements of
HTTP traffic [7] have shown that the mean value of
to f f is in general much larger thantoni j so thatto f f

andv dominate the (1). Therefore a very simple es-
timation of toni j can already be sufficient for a good
estimate of the average throughput per sourcersrci j .

Despite the dominance ofv andto f f in 1 we derive
a very simple estimate fortoni j in order to increase
estimation accuracy and applicability area of the for-
mulas. A simple estimate of the mean on-time is

toni j = nRTT · rtt i j , (3)

wherertt i j is the average RTT andnRTT is the number
of RTTs required by TCP to transmit the volumev.
The parametersv andnRTT do not depend on the flow
andnRTT can be calculated once for the whole net-
work. The average RTT depends on the networks dy-
namics and can not be known in advance. Sincertt i j



depends strongly on the flow, we calculate a lower
bound of the RTT by summing up the corresponding
link delays fore each flow.

The number of required round-trip timesnRTT for
the transmission ofv can be calculated as follows
(packet loss is ignored here):

nRTT = 1+nRTTss +nRTTca. (4)

The value of 1 RTT in (4) represents the first two
packets of the TCP connection setup with the three-
way handshake1. The on-time is finished when the
client receives the last data packet (acknowledgments
and closing of the connection is counted as off-time).
The parametersnRTTss andnRTTca represent the num-
ber of RTTs that TCP requires to transmitb Bytes
slow-start and congestion avoidance phase, respec-
tively. The total number of packetsnP for transmitting
b Bytes is

nP =
⌈

b
MSS

⌉
(5)

with MSSrepresenting the maximum segment size of
TCP packets (we used a value ofMSS= 1460 Bytes
here). The maximum number of packets that can be
sent in an RTT is the ratio of the maximum congestion
window and the maximum segment size:

nP,CWNDmax =
⌊

CWNDmax

MSS

⌋
. (6)

The maximum number of RTTs that TCP stays in
slow-start phase (without losses) is:

nRTTss,max = dlog2(nP,CWNDmax)e . (7)

The maximum number of packets that can be trans-
ferred in slow-start, can be calculated with

nPss,max = 2nRTTss,.max+1−1, (8)

whereCWNDmaxdenotes the maximum TCP conges-
tion window (we useCWNDmax= 65535 Bytes). The
number of RTTs in slow-start follows with (5), (7) and
(8) as:

nRTTss =

{
dlog2(nP)e nP≤ nPss,max

nRTTss,max nP > nPss,max.
(9)

The number of RTTs in congestion-avoidance
phase can be written as the remaining number of

1The third packet of the three-way handshake can be directly
followed by the HTTP request so that it is not counted in (4).

packets after slow-start phase divided by the maxi-
mum number of packets that can be transmitted (with
the assumption that no loss occurs):

nRTTca =
⌈

max(0, np−nPss,max)
nP,CWNDmax

⌉
. (10)

Using (1), (3) and (4) we can write the final re-
sult for the average source rate of a single HTTP/TCP
source:

rsrci j =
v

nRTT · rtt i j + to f f
(11)

=
v

(1+nRTTss +nRTTca) · rtt i j + to f f
.

The source allocation matrixSwith the elementssi j

representing the number of sources for the flow from
nodei to node j can be calculated finally by dividing
the throughputt pi j by the average source ratersrc,i j

for each flow and rounding the resulting numbers:

si j = round

(
t pi j

rsrci j

)
(12)

= round
( t pi j

v
· [nRTT · rtt i j + to f f ]

)
.

3 Simulation Scenarios

We use three simulation scenarios in this study: the
bottleneck scenario (Fig.1), a so called parking-lot
scenario with four main links and different RTTs
and hop-counts for the flows (Fig.2) and the B-WiN
model, a large network model that is representative of
an existing backbone (Fig.3, see also the technical
report [11]).

The bottleneck scenario is very simple, all flows
share the same link between two routers. We installed
different link delays so that the flows experience dif-
ferent minimum RTTs: the bottleneck link 50 Mbit/s
and 8 ms, S1, S2 and S3 are connected via 100 Mbit/s
and 1 ms, 5 ms and 10 ms, respectively. The installed
flows are depicted as dashed arcs. The target traffic
matrix is set to 11 Mbit/s for each flow resulting in an
average link utilization of 66% at the bottleneck link.

The parking-lot scenario has the advantage of be-
ing already complex enough to show the effect of dif-
ferent round-trip times and hop counts but still being
simple enough to provide fast simulations and an easy
interpretation of the results. All links between the
source nodes S1 – S12 and the router nodes R1 – R5
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Figure 1: Topology of the bottleneck simulation
model (link capacities in Mbit/s and propagation de-
lay in ms).

are configured with a rate of 1 Gbit/s and a propaga-
tion delay of 1 ms so that there is no bottleneck there.
The routers are connected via links with 50 Mbit/s.
The links from R1 to R2 and R4 to R5 have a propa-
gation delay of 8 ms, the remaining two links have a
delay of 24 ms.

The specified traffic matrix for the parking-lot sce-
nario is very simple: all flows should achieve through-
put of 8.5 Mbit/s which results in a maximum average
link load of 68% (between R2 and R4). Although
this traffic matrix is simple, it is nevertheless hard to
find a source allocation: due to TCP’s sensitivity to
different round-trip times and packet losses the six-
hop connections can not achieve the same rate as the
shorter connections so that relatively more sources are
needed in longer flows.

R1 R2 R3 R4 R5

S2 S4 S6 S8 S10

S12

S5 S9S7 S11S3

S1

10
00

/1

10
00

/1

10
00

/1

10
00

/1

10
00

/1
10

00
/1

10
00

/1

10
00

/1

10
00

/1

10
00

/1

50/850/8 50/24 50/24 1000/11000/1

Figure 2: Topology of the parking lot simulation
model (link capacities in Mbit/s and propagation de-
lay in ms).

The B-WiN scenario (Fig.3) is very complex, takes
a long time to simulate and it is harder to understand
the results. Nevertheless, it is a model of an early
state of the network that connects all German univer-
sities and research institutes. The results of simula-
tions with this model can be regarded as a test case
to evaluate real network behavior. The model con-
sists of 11 nodes connected via 18 bi-directional links
with a total capacity of 3.9 Gbit/s. The link capacities
range from 53 Mbit/s to 167 Mbit/s and the link de-

lays from 0.5 ms to 18.5 ms. The network is virtually
fully meshed: all nodes have connections to all neigh-
bor nodes which results in 110 flows. The routing was
optimized by the providers in order to keep the traf-
fic load below 70% on all links except for those con-
necting the german part of the network with the USA
(node “US/11”); these links were allowed to have a
load around 90%.

We used two variants of the traffic matrix to test
the performance: the original, measured traffic matrix
(B-WiN-1) and a second variant, where the through-
put values where reduced so that the maximum value
of the average link loads is limited to 70% instead of
98.4% (B-WiN-2). We expected a degradation in es-
timation accuracy for high loaded links (larger RTTs,
different loss rates) since these effects are not covered
in the estimation described in Section2.1.
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Figure 3: Topology of the B-WiN simulation model
(link capacities in Mbit/s and propagation delay in
ms).

The IP-routers are modeled as output buffered sys-
tems with FIFO queues and the time to find the route
was neglected. All buffers where used in packet
mode.

4 Simulation Results

The simulation scenarios can be set up with the find-
ings of Section2.1and the measurements of the user
behavior for the parameters average HTTP transfer



volume b and off-timeto f f . We use here values of
b≈ 60 KB andto f f ≈ 40 s for realistic settings, sim-
ilar to the findings in [7]. These values are not us-
able in all cases: the scenario B-WiN-1 needs ap-
proximately a total of 120000 sources according to
our estimations. The simulation of 7000 sources re-
quires already 1 GB of RAM with our simulator and
the simulation speed decreases with increasing num-
ber of sources. We limited the total number of sources
to 7000 in this study. This can be achieved by either
increasing the average HTTP transfer volumeb or by
decreasing the off-timeto f f . Increasing the parame-
ter b changes the characteristic of the traffic dramat-
ically since TCP would operate more in congestion-
avoidance phase than in slow-start phase. Reducing
to f f on the other hand introduces smaller changes to
the traffic dynamics since only the idle-phase of the
source is affected. Nevertheless, we also vary the pa-
rameterb in this study in order to show that the pro-
posed source allocation method is working for various
parameter ranges and scenarios.

The simulation results for all scenarios are summa-
rized in Table1. The simulation scenario B-WiN-2
refers to the traffic matrix limited to produce an aver-
age link load of not more than 70% and the scenario
B-WiN-1 uses the original, measured traffic matrix.
Positive∆-values represent larger quantities than esti-
mated or given, negative values mean that the mea-
sured values are lower than the estimated or given
quantities. The simulation time was chosen to be big-
ger or equal to 10· to f f ; some tests with longer simu-
lations showed similar results. The performance was
measured with three parameters:∆TPs: the sum of
the differences between given and measured traffic
matrix,∆TPsa: the sum of the absolute differences di-
vided by the sum ofTP, ∆t pi j ,m: the maximum value
of the absolute difference in throughput in all flows in
percent of the given throughput value.

The granularity of integer numbers for the num-
ber of sources in the flow from nodei to node j ni j

and the total number of sourcesn leads as a matter
of principle to a coarser granularity of the maximum
error∆t pi j ,m whenn decreases. Realistic parameters
for i andto f f are i ≈ 6 andto f f ≈ 40. For these set-
tings all data is transferred in the slow-start phase of
TCP (neglecting losses). Increasing the HTTP vol-
ume toi = 20 means an increase ofton so that already
more than 80% of the data is transfered in conges-
tion avoidance phase. Ignoring losses in congestion-
avoidance produces certainly a larger error than in
slow-start in the estimation so that the error increases

(for a constant value ofto f f ).
All simulations results show the good performance

of the proposed source allocation:∆TPsum is within
±6.5% error, ∆TPsum,abs is less than 8.5% and
∆t pi j ,max is in the interval[−11.9, 18.8]. The perfor-
mance of the algorithm is better for the reduced link
rates in B-WiN-2 than in B-WiN-1 as expected.

5 Conclusion

We have considered the problem of calibrating the
allocation of HTTP traffic sources for large simu-
lation models of TCP/IP networks. The target was
to minimize the difference between a prescribed and
the measured traffic matrix. We have derived an ap-
proximate solution for the average source rate of the
modeled HTTP/TCP sources and we have proposed a
method to distribute the sources in order to meet the
given traffic matrix. We have shown with three simu-
lation scenarios and various simulations that the per-
formance of the proposed method is reasonably good:
in 22 of the 28 cases the maximum error was smaller
than ±10%. We can conclude that the proposed
method for the source allocation solved the problem:
the method performs good in all tested cases. Future
work will focus on modeling and evaluation of the
performance of the method for different loss rates.
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