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Abstract: - The capability of being able to track the moving sound sources is one of the most important 
characteristics of a microphone array system. In this paper, a simple source tracking scheme that employs the 
statistical property of the measured signal is introduced. Performance analysis and simulation results are also 
presented. 
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1   Introduction 
 
Microphone arrays have attracted much attention in 
literature in recognition of their good potential to re-
place the traditional sound capture systems (micro-
phones) [1-6]. The most desirable characteristic of 
microphone arrays is their good noise reduction and 
interference suppression ability, which makes them 
apparently superior solution for badly-conditioned 
environments. Another appreciated feature is their 
capability in sound source tracking, which brings in 
the benefit of self-adaptable directivity. The source 
tracking ability is widely considered as a byproduct 
of the direction of arrival (DOA) estimation, and thus 
has seldom been studied as an independent topic in 
literature.  
 
Although the tracking of a moving sound source can 
be achieved by consecutively estimating its DOA, it 
is sometimes advantageous to employ a dedicated 
tracking mechanism. In this paper, such a mechanism 
is described. By exploiting an obvious fact that the 
spatial samplings on the same wavefront have equal 
amplitude and thus minimum variance, a simple 
source tracking scheme has been developed.  
 
 
2   Problem Formulation 
 
Leaving out the distortion introduced by the sampling 
process, the measurement of the jth sensor can be 
expressed as follows: 
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where M is the number of the sound sources, N is the 
number of the sensors, si(t) is the ith source signal, 
nj(t) is the additive noise detected by the jth sensor, 
and τij is the corresponding propagation delay. In this 
paper, our study will be confined to far-field sources 
and uniform linear arrays (ULAs). Accordingly,  
 
         1 ( 1) sinij i ij d cτ τ θ= + −   (2) 
 
where c is the sound propagation velocity, d is the 
sensor spacing, and θi is the DOA of the ith source. 
Without loss of generality assume s0 to be the desired 
source. Given the value of its DOA θ0 at a time 
instant, the objective of source tracking is to trace the 
deviation of θ0 thereafter.  
 
 
3   Sound Source Tracking 
 
Under the supposition that the measured signal is 
void of interference, (1) can be simplified to  
 
    0 0( ) ( ) ( )j j jx t s t n tτ= − +    (j = 1, …, N)     (3) 
 
Use the term, measurement slice, to describe a collec-
tion of samples recorded by different sensors, i.e., 
 
  x = {xj(tj),  j=1, …, N}   (4) 
 
where j does not necessarily to be consecutive. The 
variance of a measurement slice is defined to be 
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Further suppose that the additive noises are pairwise 
independent Gaussian processes with zero mean and 
variance σn

2. Substituting (3) into (5), the following 
equation is obtained 
 
  2 2 2( 1)x s nNσ σ σ= + −   (6) 
 
where σs

2 is the variance of the signal components 
observed by the array, i.e.,  
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Obviously, σx

2 is minimized when σs
2 takes the value 

of zero. If the source signal is nonperiodic within the 
time interval of concern, σs

2 =0 implies 
 
     0 0   , {1,..., }i i j jt t i j Nτ τ− = − ∀ ∈    (8) 
 
i.e., the signal components of this measurement slice 
are from the same wavefront. Substituting (2) into (8) 
and exploiting the far-field assumption, we have 
 
 0 arcsin( / )c t dθ ∆= ×    (9) 
 
where t∆, called the unit time span, is the time differ-
ence between two adjacent elements, i.e., 
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As is demonstrated above, once a measurement slice 
with minimum variance is detected, the DOA of the 
source is also learnt. Therefore, the problem of source 
tracking can be solved by searching over the received 
data for the qualified measurement slices.  
 
The relationship between the movement of the source 
and the location of a qualified measurement slice is 
further revealed by differentiating both sides of (9) 
with regard to time, and the result is 
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Let D be the distance from the source to the array, and 
v0r be the rotation velocity of the source that accounts 
for the deviation of θ0. v0r can be calculated by 
projecting the source velocity along the direction  
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Fig. 1 Projection of the source velocity 
 
 
perpendicular to the line connecting the array and the 
source (see Fig. 1). 
 
Noting that dθ0/dt is associated with v0r as 
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therefore (11) can be rewritten as follows 
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Assume that TE is the time interval between two 
consecutive estimations and v0r is invariant within 
this time period. It can be derived that 
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Forcing TE to be m multiple of the sampling interval 
TS, we have 
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Using this expression we can approximately estimate 
the change of the unit time span ∆t∆ if the value of m 
is specified, and thus to outline the suitable searching 
area; or, calculate the value of m if the searching area 
is predefined, and thus to decide the favorable estima-
tion interval TE. 
 
Let us use a 4-senor ULA to clarify the above state-
ment. Assume that the distance-aperture-ratio (D/Nd) 
is 10, v0r = 5 m/s, and c = 342 m/s. Substituting these 
values into (15), we obtain ∆t∆< mTs/2736, that is to 
say, the change of the unit time span ∆t∆ within the es-
timation interval TE is less than one sampling interval  
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Fig. 2 Illustration of the searching area using a 

4-sensor ULA 

 
TS as long as m is smaller than 2736. In this case the 
searching area is as shown in Fig. 2, where, the dot 
matrix represents the received data sequences, the 
row and the column spacing corresponds to the sen-
sor spacing d and the sampling interval TS, the line x0 
indicates the forecasted position of a qualified slice, 
in accordance with the previous DOA estimate, and 
x1 and x2 illustrate the upper- and the lower- bounds 
for the slope of the qualified slice, or to say, define 
the range of the unit time span. 
 
The qualified measurement slice can then be deter-
mined using the following unit decision rule: 
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In previous discussion it has been implicitly assumed 
that at the estimation instant there can be found a 
measurement slice whose elements are from the same 
wavefront. However, in practice this is hardly possi-
ble because of the incontinuity of the data sequences. 
When the position of the wavefront lies between two 
measurement slices, e.g. x1 and x0 shown in Fig. 2, 
the tracking scheme is expected to be able to correctly 
decide which one of the two slices is the better es-
timate, i.e., provides more faithful DOA information. 
Due to the random nature of the source signal and the 
sampling positions, the decision drawn out from one 
set of measurement slices, e.g. {x0, x1, x2}, is very 
likely to be incorrect even for clean signal. Fortu-
nately, we do not have to count on the reliability of 
every decision. 
 
Recall that the DOA information is conveyed by the 
slopes of the measurement slices (the unit time 
spans). All parallel slices around the estimation 
instant are therefore equivalent for our study of 
source tracking. The maximum time distance from 
the estimation instant (see Fig. 3), within which all 
the parallel slices carry the same copy of the DOA 
i n f o r m a t i o n ,  h a s  
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Fig. 3 Equivalent distance 
 
 
thus been called equivalent distance, denoted as TED.  
The value of TED varies between 0 and 0.5TE. Since 
the equivalent distance has been introduced to pro-
vide a statistically average effect, cautious calcula-
tion of TED is usually not necessary and a somewhat 
arbitrary choice as 0.3TED is often adequate. The final 
decision can now be based on all the equivalent meas-
urement slices, by finding out which equivalent slice 
group contains the most unit decisions. 
 
The batch processing method described above, by it-
self, can not guarantee the consistency of the attained 
decisions. It must be combined with either the in-
terpolation or the upsampling technique, to suffi-
ciently counteract the negative effect introduced by 
the uncertainty of the sampling positions and the 
source signal. The effect of the interpolation (or the 
upsampling) is to secure the general monotonicity of 
the signal variance σs

2 within TSpan, the time span of a 
measurement slice set, and hereby to legitimize the 
batch decision result. A direct derivative is obtained 
as follows 
 
      Span SigT T     (17) 
 
where TSig is the local time period of the source signal 
and TSpan is the time span of a measurement slice set 
observed by the source, i.e., the length of the source 
signal covered by the measurement slices involved in 
one unit decision. For that shown in Fig. 2, when the 
corresponding position of a wavefront falls into the 
coverage of {x0, x1, x2}, TSpan equals to 6Ts. Obvi-
ously, a sampling rate much higher than Nyquist’s is 
here suggested. 
 
With sufficient signal resolution offered by the inter-
polation or the upsampling, the batch processing 
method will be able to give out highly reliable deci-
sions, at least, when there exists no interference and 
noise. 



 
4   Performance Analysis 
 
4.1   Resolution  
 
The resolution of the proposed sound source tracker, 
that is, the minimum deviation of the DOA that can 
be detected, is determined by the difference of the 
slopes of neighboring measurement slices, e.g. x1 and 
x0 shown in Fig. 2. It can be derived from (9) that 
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Obviously, the source resolving ability of the pro-
posed tracker can be enhanced by increasing the 
sampling rate TS

-1 or the sensor spacing d. The latter 
solution may incur spatial ambiguity [7] and there-
fore must be applied very discreetly. Another feasible 
method is to revise the measurement slice formation. 
Some alternative formations have been illustrated in 
Fig. 2 with dot line, where the measurement slices are 
constructed by aligning samples inconsecutive in 
space, which in effect is equivalent to increase the 
sensor spacing d. Using these alternative slice for-
mats may also help to release the high demand on the 
sampling rate since the time spans of the slices may 
be significantly reduced. However, because fewer 
samples can be exploited in the calculation of the 
received signal variance σx

2, this method suffers the 
loss of the robustness against the noise and the 
interference.  
 
Note that very high tracking resolution is not usually 
necessary since the spatial resolving capability of the 
array is limited (the beamwidth). However, some 
amount of ‘redundant’ resolution is valuable for the 
tracking: it increases the tolerance of the array to er-
ror decisions and hereby protects the captured sound 
from being severely spoiled by mistracking. 
 
4.2   Noise and interference 
 
It is not easy to accurately predict the behavior of the 
noise and the interference. Here we only give several 
manifest remarks. 
 
The proposed sound source tracking is based on the 
searching for local minima of the variance of the 
received signal σx

2. If the size of the measurement 
slices is sufficiently large, the additive noise equally 
shifts the variance and has no apparent influence on 
the decision making. The maximal possible size of 
the measurement slices is restricted by the number of 

the sensors in the array; therefore, in pursuit of good 
tracking, relatively larger array should be considered 
in highly noisy environment. Increasing the sensor 
spacing d is another method to deal with the additive 
noise. It can be effectively enhance σs

2, the signal 
component of σx

2, and consequently improves the 
robustness against the noise. However, as has been 
mentioned earlier, this method may deteriorate the 
spatial unambiguity. 
 
The presence of interference is possibly a positive 
factor against the noise when the variances of the 
interference and the desired signal are approximately 
in phase. However, it is more general to be destruc-
tive and sometimes may even seriously mislead the 
tracking. Fortunately, when the following condition 
holds, the interfering effect may be randomized and 
the interference can then be simply treated as a source 
of noise 
 
 Span I0.5T T′ >     (19) 
 
where TI is the local time period of the interference 
signal and T′Span is the time span of a member of a 
measurement slice set observed by the interference. 
Recall the relationship given in (17) and note that 
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c
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where θ1 is the DOA of the interference signal. It 
follows from (19) that 
 

      1 0 Span I( 1) sin sin 0.5dN T T
c

θ θ− − > +  (21) 

 
Obviously, increasing the array aperture, i.e., (N-1)d, 
is helpful in suppressing the misleading effect of the 
interference, by converting it into ‘noise’. 
 
This expression can be used to estimate the minimum 
DOA difference between the desired source and the 
interference that is required by safe tracking when 
TSpan has been fixed. It also places a constraint on the 
sampling rate, which should be taken into 
consideration in the design, together with (19). 
  
It should be reminded here the importance of the for-
mation of the measurement slices. A good formation 
may bring much better performance against the noise 
and the interference. This should be given particular 
attention for large arrays and slow moving sources, 
where, obviously, more formations are available for 



exploitation. 
 
5   Simulation Results 
 
An 8-sensor array has been studied in the conducted 
simulations. Suppose that the sensor spacing is 5cm, 
and the equivalent distance is 100 sampling periods. 
For simplicity, the source signal is assumed to be a 
sine wave of 1 kHz and it is sampled at 40 kHz. The 
rates of error decision at different DOA, derived from 
20,000 trials, are shown in Fig. 4. Note that maximum 
error decision rates appear at around 5°, which in this 
case corresponds to the midpoint of two neighboring 
measurement slices. 
 
The effect of increasing the array size and the sensor 
spacing is illustrated in Fig. 5 and 6 respectively. In 
Fig. 5 a 16-sensor array with sensor spacing 5 cm is 
studied, while in Fig. 6 an 8-sensor array with sensor 
spacing 10 cm is investigated. Note that in deriving 
Fig. 6 the source signal has been sampled at 20 kHz 
so as to maintain the same tracking resolution. As can 
be obviously observed, both the methods reduce the 
rates of error decision apparently, and in comparison, 
increasing the array size is more effectual. 
 
It has also been certified in the simulations, that the 
behavior of the interference is quite like noise when 
(19) is satisfied.  
 
For wideband sources as speech, bandpass filtering 
can be employed to obtain a narrowband version of 
the measured signal, and thus to avoid the unafford-
able interpolation or upsampling rate associated with 
direct exploitation of the original signal. Besides, 
several narrowband versions can be considered to-
gether to further reduce the rate of error decisions. 
 
 
6   Concluding Remarks 
 
In this paper a sound source tracking scheme using 
microphone arrays has been introduced. Based on the 
obvious fact that the measured data from the same 
signal wavefront have minimum variance, the pro-
posed tracking is easy to understand and implement. 
Furthermore, the existence of multiple ways to con-
trol its performance gives designers more freedom in 
planning the tracking according to the specific re-
quirements. However, due to the high upsampling or 
interpolation rate that is associated with sufficient 
spatial resolution and reliable tracking, large amount 
of memory is necessary.  
 

 
 
 

 
 

Fig. 4 Rates of error decisions  
(N=8, d=5cm, SNR=5, 10dB) 

 
 

 
 

Fig.5 Rates of error decisions  
(N=16, d=5cm, SNR=5dB) 

 
 

 
 

Fig. 6 Rates of error decisions  
(N=8, d=10cm, SNR=5dB) 

 



 
The application of the method presented in this paper 
is not necessarily to be constrained to source 
tracking. It can also be adopted in DOA estimation to 
refine the results, or even be used to estimate DOA 
directly. 
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