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Abstract: The Internet has been utilized in several real
life aspects such as online searching, and chatting. On
the other hand, the Internet has been misused in com-
munication of crime related matters. Monitoring of such
communication would aid in crime detection or even
crime prevention. This paper presents a text categoriza-
tion approach for automatic monitoring of chat conversa-
tions since the current monitoring techniques are basically
manual, which is tedious, costly, and time consuming.
This paper presents the results of a cross method compari-
son between the Naive Bayes, the K-nearest neighbor, and
the Support Vector Machine classifiers. The objective is
to determine the most suitable method for the data of chat
conversations that would automate the chat room moni-
toring task.
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1 Introduction

The Internet has been used extensively over the past few
years in many real life aspects such as sending e-mails,
online searching, cooperating in collaborative environ-
ments by chatting, or browsing the tremendous amount of
online information. Currently, there are several chat tools
available on the Internet. Some of them are very popular
such as ICQ [1], and mIRC [2]. The emergence of such
tools has enriched the communication between the Inter-
net users from all over the world.

Another important issue that emerged with the break-

through of the Internet is the misuse of technology in
communication of crime related matters, abduction of
children and young teenagers via e-mails or chat rooms,
etc., since these are tougher to wiretap. Monitoring of
such tools would aid in crime detection or even crime pre-
vention. In particular, monitoring of chat conversations
and classifying the chats as being suspicious or not suspi-
cious is very advantageous.

With this rapid growth of the Internet, the efficacy of
text categorization in real life has also become very clear
as one of the most important applications of machine
learning techniques. Text categorization is the problem of
assigning predefined categories to natural language text
documents based on their contents [3, 4, 5]. Develop-
ing techniques for automatic text categorization is very
advantageous since manual classification is tedious, and
time consuming. Automatic text categorization is cur-
rently used as an efficient tool to classify e-mails (e.g.,
bulk e-mails), and to guide users in their searches on the
Internet (e.g., search engines).

This paper presents a text categorization approach for
automation of chat room monitoring. The motivation is
that the current monitoring techniques are basically man-
ual [6], which is difficult, costly, and time consuming.
Specifically, this paper evaluates the application of three
text categorization machine learning methods to the prob-
lem of chat room monitoring.

The paper is organized as follows. An overview of the
chat room monitoring problem, as well as the proposed
text categorization solution for this problem, is presented
in Section 2. Section 3 gives an overview of the text cat-
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egorization approach. A description of our experiments
along with their results are presented in Section 4. Finally,
Section 5 concludes this paper and discusses possible ex-
tensions.

2 Monitoring Chat Rooms

2.1 Related Work

In general, there is not much research on monitoring chat
room conversations for criminal activities. The current
monitoring techniques are basically manual [6], which is
difficult, tedious, costly, and time consuming. Another
approach that has emerged recently is based on sniffing,
for example, [6], in order to avoid manual monitoring
techniques. The approach is essentially based on moni-
toring single packets from the chat conversation.

2.2 Log-Based Chat Room Monitoring

The packet sniffing approach is clearly not appropriate for
making precise assessment about chat conversations. This
is due to the nature of the chat conversation, where the en-
tire conversation should be available in order to make any
assessment about it. Monitoring separate parts of the con-
versation affects the overall context of the conversation;
and in turn affects the accuracy of the monitoring tech-
nique.

Alternatively, we propose an approach for automatic
monitoring of chat conversations based on classifying the
entire chat session log off-line using an appropriate clas-
sifier. Using this approach, better assessment can be made
since all the information about the session is used.

The current available chat tools can easily support log-
ging of chat conversations. Most of these tools utilizes
the IRC protocol [7], or a variant of it. In general, they
are based on the client-server model where there is one
or more central server connected together [1, 2, 7]. This
network structure facilitates logging of chat conversations
without introducing extra overhead on the server or the
client.

2.3 Text Categorization and Chat Room
Monitoring

A number of approaches such as Bayes classifiers and
other machine learning techniques including K-nearest
neighbors classifiers, decision trees, Support Vector Ma-
chine, neural nets, and many others have been applied to
the text categorization problem [3, 8]. In general, there
is much ongoing research on comparing the performance
of different text categorization techniques in real life as-
pects using several data sets [3, 4, 5, 9, 10, 11]. The pub-
lished results have shown different evaluations of the clas-
sifiers using different data collections. These results in-
dicated that the performance of the evaluated techniques
is highly dependent on the data collection [4, 10]. The
Naive Bayes, K-nearest neighbors, Rocchio, neural nets,
and decision trees methods are the most popular evaluated
methods. Recently, the Support Vector Machine method
showed good results when applied to the text categoriza-
tion problem. This recent research motivated the choice
of the Naive Bayes, K-nearest neighbors, and the Support
Vector Machine methods in this study. Specifically, this
paper presents the results of a cross method comparison
between the Naive Bayes, the K-nearest neighbor, and the
Support Vector Machine classifiers. The objective of this
study was to determine the most suitable method for the
data of this particular problem that would automate the
chat room monitoring task. To the best of our knowledge,
there is no published cross method comparison for this
particular type of data.

3 Text Categorization Approach

This section gives an overview of representation of text
data, as well as existing text categorization algorithms.

3.1 Data Representation

Text categorization is not a trivial problem. The complex-
ity of the problem lies in how to define a similarity met-
ric between the documents, and then how to implement a
computationally efficient algorithm to solve the problem
given this similarity metric. The documents are first trans-
formed to a suitable representation [8, 12, 3]. The most
used approach for representing the documents is to con-
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vert each document to a vector of terms (features) where
the terms are selected from the vocabulary of the docu-
ments collection. The words that carry no information
are called stopwords and they are usually removed from
the collection vocabulary, for example, the words “the”,
“of”, etc [3, 13]. The value of each term in the vector
is the count of number of times the word appears in the
document. Some terms may have a zero value if the cor-
responding word does not appear anywhere in the docu-
ment.

3.2 Text Categorization Algorithms

An overview of the Naive Bayes, the K-nearest neighbors,
and the Support Vector Machine classifiers is given in
this section. Several variants of these methods and other
methods such as Decision Trees, Rocchio, Linear Least
Squares Fit, Neural Nets, and Maximum entropy are also
applied to the text categorization problem [8, 14]. For
more details, please refer to [8, 12, 15].

3.2.1 Naive Bayes Method

The Naive Bayes classifier [3, 8, 12] is one of the most ef-
fective probabilistic approaches currently known for text
categorization. The method is considered naive due to
its assumption that every word in the document is condi-
tionally independent from the position of the other words
given the category of the document. Despite the fact that
this assumption is not true in general, the Naive Bayes
classifier is surprisingly effective for this particular prob-
lem. The classifier learns a set of probabilities from the
training data during the learning phase. It then uses these
probabilities and the Bayes theorem to classify any new
documents. The category of a new document is deter-
mined in two steps as follows:

� An estimate of the probability of the new document
belonging to each class given its vector representa-
tion is calculated.

� The class with the highest probability is chosen as a
predicted categorization.

3.2.2 K-Nearest Neighbors Method (KNN)

The K-nearest neighbors algorithm [3, 8] is one of the
most basic learning methods. It assumes that all doc-
uments correspond to points in an � dimensional space
where � is the dimension of the document vector repre-
sentation. The nearest neighbors of a document are de-
fined in terms of the standard Euclidean distance. The
method does not have a training phase and the main com-
putation occurs when we need to classify a new document.
The classifier then classifies the new document based on
the classification of its� nearest neighbors in the training
data using the Euclidean distance as a distance metric.

3.2.3 Support Vector Machine Method (SVM)

The Support Vector Machine technique [3, 9, 15, 12] has
been applied recently to the text categorization problem.
It finds a hypothesis that minimizes the true error, where
the true error is the probability of misclassifying an un-
seen and randomly selected test instance. The basic idea is
to integrate the dimension reduction and the classification
problems which gives a good generalization when applied
to a wide variety of classification problems even in high
dimensional data. The dimension reduction is performed
by transforming the original data vectors, using combi-
nations of the vector variables, from the original vector
space to a new space using kernel functions. The trans-
formation step is necessary since it is not always possible
to find linear decision surfaces between the categories in
the original vector space. This means that linear decision
surfaces between the categories in the new space corre-
spond to non-linear surfaces in the original space. The
major drawback of this method is the use of optimization
techniques which are very challenging and computation-
ally expensive when the data set is large.

4 Experimental Results

In this study, a comparison between the Naive Bayes, the
K-nearest neighbor, and the Support Vector Machine with
linear kernel function text categorization methods was
performed with respect to the accuracy of classification
and the speed of the method. The accuracy of classifica-
tion is a measure of how well the method performs on a
new unseen and randomly selected data instance, while
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the speed is a measure of how fast the method learns the
training data and how fast it classifies new data instances.
The goal is to determine the most suitable method for the
classification of chat session logs. The choice of the lin-
ear kernel function was due to the fact that most text cat-
egorization problems are linearly separable [9, 12]. This
section presents the nature of the training and the test data
sets, the results of this experiment, and a discussion of
these results.

The Rainbow [14, 13] software package was used in
this experiment. The package contains several text cat-
egorization classifiers. The classifiers were first trained
using the training data set, then they were used for classi-
fying new instance.

4.1 Training Data

Two different data sets were used for training the clas-
sifiers in this study. The first data set is a collection of
newsgroup messages. The second data set is a collection
of chat session logs.

The first data set consists of 20,000 newsgroup mes-
sages drawn from 20 different newsgroups. The collec-
tion contains 1000 documents from each of the 20 news-
groups. The motivation behind the choice of this particu-
lar data set is that the structure of a newsgroup message is
very similar to a chat session log since both documents
basically represent a discussion about certain topic(s).
Therefore, the results obtained using the newsgroups col-
lection can help in making assessment about the behavior
of the three compared methods on chat session logs.

The second data set consists of 40 chat session logs col-
lected from four different web sites on the Internet. The
topics for these sessions are Investment, Satellite, Java,
and Space. It contains 10 long chat session logs (20 KB
each) for each of the four topics.

The Support Vector Machine method uses a very chal-
lenging optimization problem during the training phase,
which becomes even harder with the increase in the data
dimensionality, as in the case of our data collections. This
suggested using a subset of the newsgroup data set in the
comparison between the Support Vector Machine and the
other two classifiers. This subset consists of 100 ran-
domly selected messages from each newsgroup.

To summarize, only the Naive Bayes and the K-nearest
neighbor methods were cross evaluated using the first data

collection which consists of 20,000 newsgroup messages.
All three methods were cross evaluated using a subset of
the newsgroup messages. The three methods were also
evaluated using the second data set which consists of 40
chat session logs.

4.2 Test Data

For each data set, the data was split randomly into a train-
ing set and a test set using three different percentages,
80%, 60%, and 50% of the data going into a training set.
The training data was used for training the classifier while
the test data was used in the evaluation of the classifier.

4.3 Results

Training Naive Bayes K-nearest
Data Accuracy Std Accuracy Std

80% 81.91% 0.28 35.45% 0.0
60% 80.89% 0.09 35.78% 0.0
50% 80.85% 0.23 36.99% 0.0

Table 1: Results for the complete newsgroups data set

Training Naive Bayes K-nearest SVM
Data Accuracy Std Accuracy Std Accuracy Std

80% 68.1% 0.82 35.55% 0 47.95% 13.49
60% 66.22% 0.67 38.73% 0 51.02% 14.3
50% 64.86% 0.6 38.14% 0 49.39% 13.8

Table 2: Results for the mini newsgroups data set

Training Naive Bayes K-nearest SVM
Data Accuracy Std Accuracy Std Accuracy Std

80% 100% 0 97.5% 0 41.81% 9.52
60% 100% 0 96.25% 0 54.96% 10.85
50% 100% 0 96.0% 0 57.99% 9.86

Table 3: Results for the chat session logs data set

The training and the testing were repeated five times
for each experiment for validation. The average accuracy
and the average standard error were then computed. For
the K-nearest neighbors, � was set to 30 for the news-
group data set, and to 3 for the chat session logs data set.
A linear kernel function was used in the Support Vector
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Machine method. Table 1 summarizes the results for the
newsgroup data set; Table 2 summarizes the results for
the mini newsgroup data set, and Table 3 summarizes the
results for the chat session logs data set.

The experimental results obtained by using the news-
group data set in training show the following.

� The Naive Bayes classifier is simple and fast in learn-
ing and in classification. In addition, it performs sur-
prisingly well and significantly outperforms the K-
nearest neighbor method.

� The Support Vector Machine classifier is very com-
putationally expensive which makes it very slow to
learn compared to the Naive Bayes classifier even for
small data sets. However, it gives better results than
the K-nearest neighbor classifier with respect to the
accuracy of classification.

� The K-nearest neighbor performed poorly for the
newsgroup messages data collection. This is likely
due to the high dimensionality of the feature space. It
is also slower than the Naive Bayes classifier with re-
spect to the classification time. This difficulty makes
it inefficient to use in real time applications or in ap-
plications that require a quick response.

The experimental results obtained by using the chat ses-
sion logs data set show that the K-nearest neighbor classi-
fier competes with the Naive Bayes classifier with respect
to the classification accuracy, but it is still considerably
slower than the Naive Bayes classifier. This result is likely
due to the fact that the feature space (vocabulary) is small
due to the limited size of the data set. Also, the Support
Vector Machine classifier behaves poorly as compared to
the other two classifiers. It is clear that we need to use a
larger training data set for the chat session logs to confirm
these results and to make an assessment about the perfor-
mance of the three classifiers for this particular data set.

5 Conclusions and Future Work

The study showed that the problem of automatically mon-
itoring chat rooms can be solved efficiently by using the
appropriate text categorization methods. The choice of
the appropriate categorization method depends on two

factors: the accuracy of the classification and the effi-
ciency of the method. A comparison between the Naive
Bayes, the K-nearest neighbor, and the Support Vector
Machine classifiers was performed. The objective of this
study was to determine the most suitable method for the
classification of chat sessions logs that would help in au-
tomatically monitoring the chat rooms, and in avoiding
the manual techniques.

Two different training data sets were used for training
the classifiers in this experiment, a collection of news-
group messages, and a collection of chat session logs.
The study showed that the Naive Bayes classifier is sim-
ple and fast while the Support Vector Machine classifier
is very computationally expensive compared to the other
two classifiers even for small data sets. The K-nearest
neighbor classifier performed poorly when applied to the
newsgroups data set. In general, the Naive Bayes classi-
fier outperformed the K-nearest neighbor and the Support
Vector Machine with respect to the classification accu-
racy. Also its training and classification times were con-
siderably short. The results suggest that a simple Naive
Bayes algorithm might be an appropriate choice for this
problem since its training and classification times are con-
siderably short and it also performs well with respect to
the accuracy of classification. However, further experi-
ments should be conducted to confirm this suggestion.

One important extension to this study is to obtain a
larger chat data set. Once one is available, an exten-
sive cross method comparison can be performed and other
techniques such as Rocchio and linear least squares fit can
be included in the study. Also, the impact of combining
existing methods, using an ensemble classifier, on the per-
formance can be studied. Another extension is to study
the impact of reducing the feature space (vocabulary) us-
ing an appropriate reduction on the overall performance
of the methods especially the Support Vector Machine. A
possible reduction is to drop the the least or the most fre-
quent words. Also, the impact of using different kernel
functions in the Support Vector Machine method on its
performance can be investigated.
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