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Abstract: - This paper presents a new approach in calibrating a light sectioning measurement system.
The developed method permits the calibration of such a system without previous knowledge of the exact
positions of camera and laser. The basic concepts of this new approach and its advantages compared to
common methods are discussed. Further, a possible implementation in an industrial process is given.
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1 Introduction
In many industrial applications quality control con-
cerning geometric measurement is employed using op-
tical measurement systems. In that context, common
tasks are fulfilled by means of light sectioning. The
most popular variant of this image processing method
is based on trigonometric calculation. In the present
paper, the main disadvantages of this variant are ex-
plained and an alternative is proposed.

1.1 Structure of a Light-Sectioning System
As can be seen in Figure1, a typical measurement sys-
tem using light-sectioning is established by the object
to be measured, a laser projecting the plane of light
onto the object and a suitably positioned camera ob-
serving the intersection of the plane of light and the
object.

Figure 1: Structure of a typical light sectioning system

1.2 Common Light-Sectioning Methods
A well known and commonly used method of light
sectioning (see [1]) uses trigonometric relations to
calculate the desired geometric quantity. This paper
presents a new solution based on projective geome-

try. This approach has practical and numerical advan-
tages and uses a simple target with known geometry
and registration marks (see Section 3.3). That implies
that neither laser nor camera position has to be known
a priori.
Similar to the camera calibration technique which is
proposed in [2], the presented concept is based on a
single calibration image. However, this new method
reduces the number of coordinate systems from five to
three. Additionaly, the orientation of the plane of light
can be obtained without the knowledge of the focal
length. Further the more robust singular value decom-
position is used rather than QR decomposition.
Images currupted by distortion can be corrected ap-
plying algorithms proposed in [3], which are based on
works presented in [4].

2 Problem Formulation
Determination of sufficiently exact positions (relative
or absolute) of camera and laser of a light sectioning
measurement system for calibration purpose is a crit-
ical task. The preliminary idea of this new calibra-
tion approach is to avoid the need for any previous
knowledge of these positions. The procedure should
be based on image processing algorithms and geomet-
ric dependencies.
Therefore the design of a suitable calibration object is
essential.
Further, it is desirable that internal parameters of the
camera (focal length, resolution, geometric size of the
camera chip) are not necessarily needed for the cali-
bration procedure.

3 Calibration of the Light Sectioning
Measurement System
The light-sectioning measurement system can be cal-
ibrated using a geometrical approach without know-



ing the position and orientation of the camera and the
laser. The developed calibration method is performed
in three steps:
• Segmentation of the calibration image by means

of image processing.
• Determination of position and orientation of a

coordinate frame related to the plane of light.
• Calculation of the homogeneous projection ma-

trix HLaserpl−Cam between camera- and laser-
plane.

3.1 Principle of calibration

• The homogeneous transformation of a plane
onto the camera image is fully determined by
four known corresponding points.

• Given two known planes on the calibration tar-
get and the image of the points of intersection
with the plane of light, the orientation of the
laser plane can be obtained.

• Therefore the homogeneous transformation and
its inverse relating the plane of light to the image
plane of the camera is completely known.

3.2 Description of Central Concepts
Basic components of the presented calibration proce-
dure are the concept of homogenous coordinates and
linear coordinate transformation using homogenous
coordinates (see [5]), which are not discussed in this
document.

3.2.1 Homogeneous Mapping between Planes
Starting from the homogeneous definition of a point
p0 on a plane

p0 =

[
x0
y0
1

]
, (1)

the homogeneous projectionH of p0 to a pointpr on
another plane can be formulated as

pr = Hp0, (2)

where

pr =

[
xr
yr
wr

]
. (3)

Obviously, the homogeneous projectionH is defined
by a3x3-matrix of the form

H =

[
h11 h12 h13
h21 h22 h23
h31 h32 h33

]
. (4)

Assuming that one of the nine parameters inH can
be interpreted as a scaling, the remaining eight entries
of the matrix can be determined with the help of four
points given in both planes. The two affine coordinates

(xa
r andya

r ) of the projected pointpr are calculated us-
ing the homogeneous coordinatewr (see [5]).

xa
r = xr

wr
= h11x0+h12y0+h13

h31x0+h32y0+h33

ya
r = yr

wr
= h21x0+h22y0+h23

h31x0+h32y0+h33

(5)

Rewriting and expanding the above equations gives:

−h11x0 − h12y0 − h13 + h210 + h220 + h230+

+xa
r (h31x0 + h32y0 + h33) = 0

h110 + h120 + h130− h21x0 − h22y0 − h23+

+ya
r (h31x0 + h32y0 + h33) = 0

Writing these equations forn corresponding pairs of
points (n ≥ 4) and formulating as matrices, we can
write:

Gh = 0, (6)

where

G =



−x0(1) −y0(1) −1 0 0 0 xa
r (1)x0(1) xa

r (1)y0(1) xa
r (1)

0 0 0 −x0(1) −y0(1) −1 ya
r (1)x0(1) ya

r (1)y0(1) ya
r (1)

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
−x0(n)−y0(n)−1 0 0 0 xa

r (n)x0(n) xa
r (n)y0(n) xa

r (n)

0 0 0 −x0(n)−y0(n)−1 ya
r (n)x0(n) ya

r (n)y0(n) ya
r (n)


and

h =



h11
h12
h13
h21
h22
h23
h31
h32
h33


.

For n > 4, Equation6 is an over-determined lin-
ear equation system which can be solved by differ-
ent methods, such as normal equations method, QR-
factorization or singular value decomposition (SVD).
Because it is robust and effective, SVD (see [6], [7])
is applied on matrixG to find a non-trivial solution of
h in Equation6. Finally, the components ofh are re-
combined to form the matrixH of the homogeneous
projection.

3.2.2 Grassmannian Reduction and Fitting
The calibration process and the actual measurement
are based on Grassmann coordinates and Grassman-
nian reduction (see [8], [9]). These concepts are pre-
sented with regard to fitting of lines in the plane. Fur-
ther, the extendibility of these concepts on arbitrary
geometric objects (parallel lines, planes, circles, conic
sections, . . . ) is shown (see also [10]).

Fitting a Line in the Plane: Considering the fact,
that a line in the plane is defined by two pointsp1 and
p2, written in homogeneous coordinates:

p1 =

[
x1
y1
1

]
and p2 =

[
x2
y2
1

]
a third pointp

p =

[
x
y
1

]



lies on the line if it is a linear combination ofp1 and
p2. This can be expressed as:∣∣∣∣∣ x y 1

x1 y1 1
x2 y2 1

∣∣∣∣∣ = 0. (7)

Expanding the minors of the first row of this determi-
nant gives

x(y1 − y2)− y(x1 − x2) + (x1y2 − x2y1) = 0, (8)

or
xY − yX + N = 0. (9)

The set of the parametersX : Y : N have been pro-
posed by Grassmann (see [8], [9]; also calledPlanner
Line Coordinates) rather than variables. These param-
eters describe a space that is commonly of higher order
than the variable space but lead to an equation that is
linear in the parameters and can be solved using lin-
ear algebra. Formulating this expression as a matrix
multiplication

[ x y 1 ]

[
Y
−X
N

]
= 0. (10)

The planner line coordinatesX, Y andN represent the
line in the plane. Assuming for typical tasks in image
processing a set ofn pointspi, which are corrupted
by errors (e.g. measurement noise), an error vectore
is introduced on the right side of Equation10:

x1 y1 1
x2 y2 1
...

...
...

xn yn 1


[

Y
−X
N

]
=


e1
e2
...

en

 (11)

or short
G l = e. (12)

Ideally, the right side of the above equation becomes
zero (i.e. the fitted line contains lies on all the points
pi), in which case the matrixG must be singular.

G l = 0 (13)

For this reason, singular value decomposition is ap-
plied onG to calculate a non-trivial solution forl in
Equation13. There,l is the vector of the line coordi-
nates of the line fitted to the set of pointspi. At this
point, it has to be mentioned that although this concept
seems to lead to more effort in fitting lines, it becomes
relevant for problems of higher order.

Fitting a Circle in the Plane: The concept can also
be extended to fitting circles, which is required to de-
termine the position of the registration marks.

x2
1 + y2

1 x1 y1 1

x2
2 + y2

2 x2 y2 1
...

...
...

...
x2

n + y2
n xn yn 1


 C1

C2
C3
C4

 =


e1
e2
...

en

 , (14)

whereC1 : C2 : C3 : C4 are calledtetracircular
Grassmann coordinates. Fitting of conic sections and
quadrics is done in an analogous manner. Further,
spheres can be fitted usingpentaspherical coordinates
too (for more information see [11]).

Fitting a Plane in Space: The general equation of a
plane

E1x + E2y + E3z + E4 = 0 (15)

can be written as

[ x y z 1 ]

 E1
E2
E3
E4

 = 0. (16)

Thus, fitting a plane to a set ofn pointspi in space
gives:

x1 y1 z1 1
x2 y2 z2 1
...

...
...

...
xn yn zn 1


 E1

E2
E3
E4

 =


e1
e2
...

en

 (17)

3.3 The Calibration Object
To enable the calibration of the measurement system,
a calibration object of specific geometry is necessary
(see Figure2 for a possible realization). With the help
of this calibration object, the orientation of the plane of
light (projected by the laser) has to be located relative
to a fixed spatial coordinate frame. It has to be men-
tioned, that additional transformations can be avoided
by defining the origin of that fixed coordinate frame
on the calibration object itself.
Since a plane in space is uniquely defined by two non-
identical lines, the calibration object establishes two
different planes, that are chosen to be parallel for sim-
plicity. The orientation of these two planes has to be
known exactly relative to the fixed coordinate frame.
Further, the two planes have to be identified during the
calibration process. For this reason the two planes are
each identified with four calibration marks (see Sec-
tion 3.1 for further explanations).
The realization of these marks can be achieved by dif-
ferent methods (drilled holes, marks, LED’s, optical
fibre).

3.4 The Calibration Process
The aim of the calibration process is to obtain the
homogeneous transformationT between the laser co-
ordinate frame and the fixed coordinate frame and
the homogeneous projection matrixHLaserpl−Cam be-
tween the laser plane and the camera plane (image).
In the measurement process the found laser points
in the image are mapped onto the laser plane (there-
fore HLaserpl−Cam is needed). The coordinates of the
mapped points are then transformed back into the fixed



coordinate frame (thereforeT is needed). The result-
ing coordinates describe the 3D-structure of the mea-
surement object.
The input data for the calibration is the geometry of
the calibration object and a camera image. The cam-
era image has to show the intersection of the plane
of light with both planes of the calibration object on
the one hand and the eight calibration marks of the
calibration object on the other hand. As described at
the beginning of this section, the calibration process is
performed in three steps.

3.4.1 Segmentation of the Calibration Image
This part of the calibration contains the recognition of
both, the calibration marks and the points of the in-
tersection lines of laser plane and calibration object.
This is achieved by algorithms typically used in image
processing.
The segmentation of the calibration marks is per-
formed using contour extraction. The different con-
tours found with a suitable intensity threshold are then
analyzed concerning their similarity to circles.
The intersection of the laser plane and the planes of
the calibration object can be seen as bright lines in the
image. These lines can roughly be found by detect-
ing the brightest pixel in each column of the image
(i.e. maximum of each column of the matrix that rep-
resents the image data). As there are not laser points
in every column of the image, only those pixels with a
intensity value above a certain level (depending on the
mean intensity value of the brightest pixels) are con-
sidered to be part of an intersection line. To find the
exact position of the point in a column that belongs to
the laser line, the center of gravity of intensity (see [1])
is calculated.
It is assumed that there are two line segments (one in
the left part of the image and one in the right part of
the image) that are a projection of the laser plane onto
the rear plane of the calibration object and one line
segment that is a projection onto the front plane.

3.4.2 Position and Orientation of a Coordinate
Frame related to the Plane of Light
According to this assumption each of the obtained
points are now mapped onto the appropriate plane of
the calibration object using the homogenous projec-
tion matrices and transformed into the fixed coordi-
nate frame. Hence the position of all these points in
the fixed coordinate frame is known. Because of mea-
surement noise, the points are not exactly in-plane, so
a least mean square plane-fit is calculated (see Section
3.2.2). The resulting equation of the plane is:

E1x + E2y + E3z + E4 = 0 (18)

The parametersE1 to E4 are used to obtain the posi-
tion and orientation of the laser coordinate frame (i.e
both the translational and rotational part of the trans-
formation).
The translational part can be found when the origin of
the laser coordinate frame relative to the fixed coordi-
nate frame is known. As defined above the origin of
the laser coordinate frame is the intersection point of

the y-axis of the fixed coordinate frame and the laser
plane. Substitutingx = 0 andz = 0 in Equation18
results in:

E2y + E4 = 0 (19)

and

y = −E4

E2
. (20)

Hence the translational parameters of the transforma-
tion are

∆x= 0,

∆y =−E4
E2

,

∆z = 0.

(21)

The rotational part of the transformation (i.e. the ori-
entation of the laser coordinate frame) is defined by
three angles. The aim is to rotate the x-axis and the
y-axis into the laser plane.
The coordinate frame is rotated around the x-axis to
turn the y-axis into the laser plane. To obtain the ro-
tation angle the equation of the intersection line be-
tween the laser plane and the y-z-plane of the fixed
coordinate frame is calculated (by substitutingx = 0
in Equation18):

E2y + E3z + E4 = 0. (22)

The slope of this intersection line corresponds with the
desired angle:

φx = arctan
(
−E2

E3

)
(23)

The next step is to rotate the coordinate frame around
the y-axis in order to get the x-axis into laser plane.
The current direction of the z-axis is[0, E2, E3]T . The
normal vector of the laser plane is[E1, E2, E3]T . The
angle of rotation around the y-axis corresponds with
the angle between these two vectors. It is also possi-
ble to rotate the coordinate frame around the z-axis,
but this only changes the orientation of the x-axis and
y-axis within the laser plane. A specific orientation is
not needed, so a rotation around the z-axis is obsolete.
Now the position and orientation of the laser coordi-
nate frame is defined and the matrices of transforma-
tion between the fixed coordinate frame and the laser
coordinate frame can be calculated.

3.4.3 Calculation of the Matrix HLaserpl−Cam

This part of the calibration process determines the ho-
mogenous projection matrix between the laser plane
and the camera planeHLaserpl−Cam.
To calculate this matrix, at least four points in the
laser plane and their corresponding points in the image
(camera plane) have to be known. As there are more
than four corresponding points known in each plane
(the points of the intersection of laser plane and the
calibration object), the projection matrix can be found
as described in Section 3.2.2 .

4 Implementation
This section deals with the description of the calibra-
tion target and the industrial implementation of the



calibration method. Measurement of the width and
depth of cracks embedded on the edge of milled steel
blocks can be achieved by means of a calibrated mea-
surement head.
Referring to Section 3.3, Figure2 shows the calibra-
tion target we used for the industrial implementation.

Figure 2: 3-stage-calibration target

The calibration object is a stepped matt-black body
with a size of approximately 190x200x70 [mm].
Instead of the two required stages for the calibration
procedure the object was extended by an additional
stage. Each stage (which is also calledcalibration
plane) contains at least four calibration marks. In case
of lens-changing and a caused variation of the field of
view these modifications lead to a high degree of flex-
ibility.

Figure 3: Steel slab and target in a steel-mill

In Figure3 the calibration target and the steel slab are
shown. In case of a suitable orientated calibration tar-
get (referring to the axis of the steel slab) the depth and
width of the observed crack can easily be determined
by applying the established projection and transform
matrices.
The intersection of the laser plane with the calibration
target can be seen as line segments. These lines are
used for an accurate calibration of the camera. The ar-
rangement of laser and camera is also shown in Figure
3.
After the calibration procedure, the target can be re-
moved and the measuring head can inspect the passing
steel slabs. Thereby a certain movement of the slab

relative to the measuring head is permitted, whereas
every movement of the laser relative to the camera is
prohibited. Figure4 shows form, size and location of
an inspected crack.

Figure 4: Rendered 3D geometric model of the steel
block showing a crack in the edge-region

A calibration picture is shown in Figure5. The observ-
able line segments and calibration points are now to
determine the homogeneous projection matricesHrear
andHfront (derived in Section 3.1) and the transforma-
tion ruleT.

Figure 5: Zoomed Calibration picture

Due to the calibration points A, B, C and D,Hrear can
be determined for the rear calibration plane.Hfront is
based on the calibration points E, F, G and H. For these
two calculations we assume that both, image coordi-
nates [in pixel] and real coordinates of the eight cali-
bration points [in mm] are known. Due to the matri-
cesHrear, Hfront and the position of the line segments
Line1, Line2andLine3 it is possible to calculateT.
Hfront, Hrear and T enable the determination of the
projection matrixHLaserpl−Cam. If a steel slab with
a crack is intersected by the laser plane, all measure-
ment points certainly lie in the laser plane. The dis-
tance between them is determined in [mm], however,
the measurement points should be transformed into the
fixed coordinate frame by the help ofT to get the ra-
dial crack depth.



The fixed coordinate frame ist attached to the calibra-
tion target in that way, that x- and y-axes of the co-
ordinate frame span the rear calibration plane. The
z-axis is therefore perpendicular to the rear calibration
plane and, in the case of a target-orientation according
to Figure 3, beyond it radial to the slab axis. Based
on z- and x-differences of the measurement points in
the fixed coordinate frame (the y-axis is parallel to the
slab axis) one can determine the crack-depth.
Figure6 shows the intersection of a laser plane with
a cracked slab and the fitted spline. The data in
this figure is not calibrated. The depth of the crack
is determined by means of measurement pointsP1,
P2, P3 and the calibration matrices (Hfront, Hrear, T,
HLaserpl−Cam).

Figure 6: Intersection of laser-plane and slab

The crack in Figure6 has a depth of 0.71[mm] and a
width of 1.49[mm].
The measurement and calibration pictures has been
taken with a IVP-SAH5-camera (512x512 pixel) and
a 50mm-Cosmicar lens. Due to this combination the
perpendicular on the optical axis orientated field of
view measure approximately 110x110[mm].

5 Conclusion
In this paper a new calibration method for light sec-
tioning is presented.

• A complete calibration of both camera and laser
plane orientation and position is possible from a
single image.

• The consistent use of homogeneous coordinates
results in a stable system exhibiting no numeri-
cal singularities.

• No a priori knowledge or assumption of the laser
or camera position and orientation is required.
This enables a simple application in industrial
environments as shown in Section 4.
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