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Abstract: – This paper is dedicated to on-going research activities in the field of wireless metropolitan and
wide area networks with Quality-of-Service (QoS) guarantees. We focus on self-organizing systems, so-called
adhoc networks, which can operate without any wired infrastructure (e.g. cellular base stations) – except for
some interface points providing interconnectivity to other networks like the Public Switched Telephone Network
(PSTN) or the Internet. Obviously, the lack of a wired back-bone network implicates that routing, signalling and
other management functions must be handled completely over the air in a self-organizing manner.
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1 Introduction

Current 2nd and 3rd generation cellular wireless net-
works, like GSM and UMTS, rely on a wired infras-
tructure – a back-bone network that interconnects the
base stations, which provide services to mobile users.
Deployment of such a network is associated with high
initial investments and its operation requires costly
maintenance: Spectrum has to be licensed, base sta-
tions need to be build up on leased ground, the network
must be permanently monitored and actively managed
by its operator etc.

Meanwhile, some new concepts have evolved
claiming to address many of the shortcomings men-
tioned earlier: So-called adhoc, multihop or mesh net-
works. The basic idea is that one end user’s equipment
is empowered to communicate directly with another
one’s (peer-to-peer communication) – without the need
of any intermediate network node, like a cellular base
station. A concept, which stems from packet radio net-
works developed in the 1970’s in the context of bat-
tlefield and disaster recovery communication require-
ments [1]. Actually, the cellular concept is completely
discarded and a mesh network is established instead.
When a desired station is not within the immediate
transmission range of a station, intermediate nodes are
asked to forward the information. In other words, the
data hops from node to node until it reaches its desti-
nation. There are some design choices to make regard-

ing the network’s architecture (flat vs. hierarchical),
routing protocol (proactive vs. reactive vs. hybrid ap-
proaches), medium access control (sensing-based vs.
dialog-based vs. scheduled), etc. [2] [3] [4].

A sample topology is given in figure 1, showing a
network and a possible connection between two nodes,
using a number of intermediate nodes for forward-
ing purposes. Please notice, that bidirectional connec-
tions, as shown in the example, are not a requirement
for the solutions presented in this paper.

2 Challenging Aspects

2.1 Radio Resource Management

Today, most real-world implementations of an adhoc
network use a single shared channel for their transmis-
sions. The problem with this approach are collisions,
which occur if two stations in the same geographic re-
gion transmit at the same time. A receiver exposed
to both transmissions is unable to receive either of
them because of extremely high co-channel interfer-
ence. Therefore some kind of medium access control
(MAC) is required. In addition to very simple schemes
like ALOHA, there exist more sophisticated ones like
the IEEE 802.11 carrier sense multiple access with col-
lision avoidance (CSMA/CA) [5].

However, these multiple access schemes have one
major drawback when it comes to QoS support: For in-



Fig. 1. Sample topology with 100 nodes

stance, the 802.11 Distributed Coordination Function
(DCF) cannot provide guarantees whether and when a
packet scheduled for transmission is actually put ”on-
the-air”. As an example, consider the case when the
MSDU transmission lifetime counter expires before
the station is granted access to the wireless medium:
Then the MSDU is simply dropped at the transmitter.
Furthermore, the time required to gain access to the
medium is non-deterministic, because of the unknown
and unpredictable channel state and the back-off strat-
egy, which creates pseudo-random delays.

While this situation is acceptable for best-effort
packet-switching environments with few (if any) hops,
such delay jitter and unpredictable behavior are not
tolerable if multiple input streams are to be combined
in a switching node and rescheduled for transmission.
Therefore, a number of circuit-switched links is re-
quired. Once established, such a dedicated link is
exclusively reserved for transmissions between two
neighboring stations, that is, no other station shall be
allowed to transmit on the same physical channel. A
transceiver, which is capable of receiving multiple in-
put streams simultaneously and which is also able to
transmit more than one stream at a time, would be
able to forward incoming streams with a minimal de-
lay (one symbol). Thus, such an approach would allow
many intermediate hops to occur, before a critical de-
lay (say 150ms) is reached. Not to exceed this delay is
crucial for interactive audio/video applications.

Obviously, several input/output streams demand
different physical channels to be used for each trans-
mission. Generally, this can be achieved by time di-
vision, frequency division, code division, and spatial
division – or any combination thereof. Since there
is no cellular structure any more, resource reuse can
no more be achieved with fixed channel assignment
(FCA) strategies – instead dynamic channel assign-
ment (DCA) is required and, even more challenging,
the DCA scheme must run in a completely distributed
fashion over all network nodes, since no centralized
management is desired.

Another tightly related issue is the transmitter
power control. Of course it is useful for extending
the mobile equipment’s battery life, but even more im-
portant, it is also an essential requirement for any rea-
sonable code division multiple access (CDMA) system
in order to reduce multiple access interference (MAI).
Power management may also be used for optimization
of the network topology [6]. A lot of relevant research
on the field of transmission scheduling and channel as-
signment has already been done in the context of mul-
tihop wireless networks [7] [8].

2.1.1 Random Access Channel

The random access channel (RACH) is a shared, un-
synchronized channel that provides an unacknowl-
edged connection-less service to the network layer and
is best suited for the exchange of short datagrams and
other best-effort traffic. A node wishing to transmit
some information to another node within its imme-
diate transmission range places a packet containing
a header with its own and the destination node’s ad-
dresses on the RACH queue. The packet is scheduled
for transmission over the associated physical random
access channel (PRACH), depending on the packet ac-
cess scheme used for the PRACH.

Every network node must be able to receive RACH
packets, since this channel is also used for signalling
purposes. Whenever a network device is powered-
on, for instance, it has to explore its neighborhood
by broadcasting ”hello” messages over the RACH. All
stations that are able to receive the ”hello” reply to that
message with their own hardware address and other in-
formation that may be useful to the new network mem-
ber. Besides this, the RACH is the means, by which
a network node acquires a dedicated channel (DCH)
to one of its immediate neighbors. The 802.11 DCF
would be an ideal MAC scheme for the RACH.
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Fig. 2. Results of the DDCA Algorithm

2.1.2 Dedicated Channels

Whenever QoS specifications like a bounded delay,
low delay jitter, a guaranteed bandwidth etc. need to
be fulfilled, a node opens a DCH to one of its neigh-
bors. The DCH is an unidirectional transport chan-
nel and maps to a dedicated physical channel (DPCH),
e.g. a certain frequency band, time slot and/or code.
Mapping to physical channels is done via a distributed
DCA (DDCA) scheme.

We have developed a distributed version of the uni-
fied DCA algorithm presented in [7], which is able
to provide solutions to many assignment problems.
The algorithm supports cellular network frequency
assignment, TOCA/ROCA/POCA CDMA code as-
signment, full duplex TDMA or FDMA link sched-
ule/assignment, and many more. In figure 2 a POCA
CDMA code assignment is illustrated: CDMA codes
are to be assigned to links between nodes such that
no two links sharing the same node are assigned the
same code. Notice, that this is a simulation result
we have achieved with the simulator mentioned be-
low. We have chosen this very simple topology in or-
der to make the results more readable, but we have also
successfully run assignments with 100 and 1000 nodes
with different node densities.

A duplex channel may be assigned by acquiring a
DCH in the reverse direction, where the DDCA algo-
rithm is responsible for selecting the physical channel
that creates the least interference, e.g. by choosing
another time slot (TDD) or another frequency band,
which is far enough apart from the original chan-
nel (frequency division duplex, FDD). Using DCHs
enables the dynamic creation of virtual circuits, as
soon as they are required. The DCH carries pure
payload – without the overhead of a packet header
that reduces throughput. Therefore DCHs are best

suited for lengthy data transmissions and interactive
audio/video streams since they support technologies
like asynchronous transfer mode (ATM) and symbol
stream switching (S�) [9].

2.1.3 Mapping Logical Channels to Physical
Channels

In our model, we assume that some part of the radio
spectrum is assigned as the system band, for instance
in the 2.4 GHz or 5 GHz area. This band provides
a pool of available physical channels via frequency,
time and/or code division. At least one of the resulting
physical channels is statically mapped to the RACH,
e.g. a certain code sequence in a CDMA system, or
a certain frequency band in a FDMA system. This
could be a small portion of the spectrum, if the RACH
is designated as an out-of-band signalling means only.
The other possibility would be to have a high capacity
RACH, allowing it to be used for best-effort broad-
band transport services as well. With prioritization
one could guarantee that signalling information is not
blocked by this kind of traffic, while at the same time,
a lot of capacity could be offered for the exchange of
Internet protocol (IP) datagrams of HTTP or FTP con-
nections, for example. In this concept, every subband
of spectrum that is not allocated by DPCHs should be
assigned to the PRACH. Anyway, this is an open ques-
tion and part of our investigations.

2.2 Synchronization

The next problem to solve is synchronization in the
time domain, e.g. to provide a common time base for
all network devices. This is necessary because local
clocks tend to drift apart by some factor�, which usu-
ally is in the range of��� � � � ���ppm and stems from
the fact that the clocks are usually driven by crystal
oscillators with certain tolerances regarding their fre-
quency stability.

2.2.1 Centralized Solutions

In networks with centralized management, the base
transceiver station (BTS) for a given cell provides
some kind of down-link synchronization channel
(SCH), through which it periodically broadcasts its
own time base to all mobile stations (MS) within the
cell. Only under the condition that all devices share
the same notion of time, time division multiple access
(TDMA) and time division duplex (TDD) are feasible.
For instance in GSM networks, the MS transmits three



time slots after the BTS, and even the propagation de-
lay is taken into account by means of the so called tim-
ing advance (TA). In other words, the MS transmits its
data a little earlier as scheduled by the ”three time slots
rule”.

With respect to synchronization of BTSs, different
concepts are in use. In the European GSM and UMTS
systems, BTSs are generally not synchronized – lead-
ing to an unsynchronized hand-over when a MS leaves
one cell and enters a neighbouring cell. In contrast, the
United States IS-95 and cdma2000 BTSs are synchro-
nized, for instance via the timing information provided
by the Global Positioning System (GPS). The inconve-
nience with GPS is the requirement of an undisturbed
line-of-sight (LOS) between the satellite and the GPS
receiver making it an impractical solution for in-door
applications, and thus for most adhoc network applica-
tions. Alternatively, the signal provided by long wave
transmitters, like the German DCF77, which pene-
trates most buildings, could be used. Anyway, the
proper operation of the communication system would
strictly rely on the availability of a third party service,
may it be GPS/GLONASS or DCF77 – a dependency
that is not desirable in all situations.

2.2.2 Distributed Solutions

Obviously, there is no distinction between up- and
down-link in a multipoint-to-multipoint system and no
single centralized node exists that manages all others.
A lot of theoretical and practical work has been con-
tributed to the field of distributed clock synchroniza-
tion [10] [11] [12] [13] based on the exchange of mes-
sages. One example for a distributed algorithm is the
802.11 timing synchronization function (TSF) used in
IBSS mode.

2.2.3 New approach

When comparing the clock values of two stations at
time �, say�� ��� and�� ���, their difference,

� ��� � �� ���� �� ��� (1)

is calledoffset, their frequency difference�� ��� is called
skewand�� ��� is calleddrift. If the clocks are synchro-
nized at some time instant then� ���� equals zero.

Assume that two clocks have been synchronized
someway at time instant�� then � ���� � �. After
a short period of time the clocks would begin to di-
verge because of their skew. Now, if offset, skew, drift,
and higher order derivatives of� ��� were known en-
tities, it would be feasible to run a virtual clock with

adjusted frequency. The virtual clock would be able
to maintain synchronization with its peer entity for a
longer time span and fewer synchronization messages
were required to keep� ��� in reasonable bounds. We
propose to use a KALMAN filter [14] for estimation of
�� ���, �� ���, �

�

��
� � ���, etc. given only the offset� ���.

3 Software Testbed

Currently, we are developing a network simulator
based on a discrete event kernel that allows to test,
analyze and optimize the algorithms and protocols we
are working on. Key requirements of the simulator are
fast processing speed and scalability in order to be able
to process networks with thousands of mobile nodes
and different kinds of traffic. The development of the
simulator will lead to an in-depth and profound under-
standing of the entire communication network, which
is one of the reasons why we have decided to develop
a new simulator from scratch instead of extending ex-
isting ones, like ns-2 [15], GloMoSim [16], etc. Our
goal is to use the same part of C++ source code, both,
in the simulations, and in the protocol stack running
on real network devices. While the development of the
simulator is still work in progress, essential parts have
recently been completed [17].

For the modelling of the wireless medium, we have
implemented simple free-space and two-ray-ground
propagation models, which will be sufficient for our
purposes, but more complex fading channel models
may easily be added, if such requirements arise. The
propagation model computes path loss and propa-
gation delays and implements a link closure model,
which is responsible for selecting those receivers that
are affected by a transmission. Besides being able
to calculate co-channel interference, the simulator is
also capable of calculating adjacent channel interfer-
ence, giving a more accurate result when dealing with
FDMA systems. Adaptive antennas are supported as
well as multiple receive and transmit channels per
transceiver.

At the physical layer, we have implemented a ver-
sion of the 802.11 PHY, which is interfaced to the
wireless medium model. A signal is said to be received
successfully, if the carrier to interference plus noise ra-
tio (CINR) exceeds a certain threshold, say��dB, at
the receiver’s site. A model of a drifting clock is also
included, in order to support simulation of distributed
clock synchronization algorithms.

On top of the PHY, an implementation of the 802.11
MAC handles the delivery of MSDUs and MMPDUs



to peer entities. This implementation also supports
fragmentation and TX/RX lifetime counters, a feature
not seen in the ns-2 and GloMoSim implementations
of the 802.11 MAC protocol. We will add the 802.11
TSF in the near future, in order to compare our clock
synchronization approach with the current standard.

4 Hardware Testbed

Many researchers in the area of adhoc networks use
existing wireless LAN network interface controllers
(NICs) for validation purposes. These incorporate di-
rect sequence spread spectrum (DSSS) radios that op-
erate on a single channel. Our algorithms, however, are
targeted at channel assignment and therefore require
a number of channels to be managed, e.g. through
FDMA/TDMA/CDMA or combinations thereof.

Thus, we have decided to implement a flexible
hardware testbed based on software defined radios
(SDRs). In these radios, all functions from modu-
lation to multiple access scheme are programmable
and easily modified. There are very powerful (and
expensive) commercial system solutions available to-
day. Anyhow, since a number of transceivers are re-
quired to establish a network, we have decided to
develop our own solution based on standard compo-
nents including analog to digital converters (ADCs),
digital to analog converters (DACs), programmable
digital up-converters (PDUCs), programmable digital
down-converters (PDDCs), digital filters, field pro-
grammable gate arrays (FPGAs) and digital signal pro-
cessors (DSPs). Many of the leading chip manufac-
turers in this area provide products and evaluation
boards: Analog Devices, Intersil, Graychip, Texas In-
struments, Xilinx – just to mention a few.

Figure 3 outlines the proposed architecture for the
radio prototype. Right now, we are in the phase of
component evaluation and selection. The radio fre-
quency (RF) front-end consists of the antenna, duplex-
ing unit, high power (HPA) and low noise (LNA) am-
plifiers, fixed local oscillators (LOs) and analog mix-
ers for the receive and transmit paths, which are used
to convert the system band to the intermediate fre-
quency (IF) where the transition to the digital domain
occurs. One or more channels are then selected via a
PDDC (receive path) or combined via a PDUC (trans-
mit path) so that the DSP has to cope with the reduced
base band data rate only. Most PDDCs/PDUCs sup-
port more than a single channel, they are available as
single/dual/quad channel versions, for instance. This
way, multiple input streams from different transmitters

can be received simultaneously and it is also possi-
ble to transmit on a number of channels at the same
time. The DSP is basically responsible for line coding
and modulation, the FPGA could perform link fram-
ing, channel coding, and run parts of the MAC and
LLC finite state machines (FSMs), etc. Other parts of
the LLC could run on the micro controller (�C) or mi-
cro processor (�P) of the host system together with the
network protocol and the target applications.

5 Conclusions

Wireless adhoc networks represent a challenging field
of research in the domain of communication net-
works. Essential features and problems, which are not
known from classical hierarchically organized struc-
tures, have been discussed, since they require new con-
cepts in particular with respect to the first three layers
of the ISO/OSI reference model.

First concepts for the design of logical channel
architectures and synchronization mechanisms have
been presented. Finally, a network simulator based on
a discrete event kernel has been introduced and com-
pared to software developed at other universities. Ob-
viously, most problems arising with adhoc networks
represent still open fields of research. The concepts in-
troduced in this paper are the starting point for future
work.
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