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Abstract: - The cellular neural network problem is nowadays a well-known theory. This paper describes some problems with a CMOS implementation on a chip. Some designs of a cell circuit is designed a simulated in HSpice simulator. The microelectronic structure is designed with these assumptions: simple structure, low number of transistor, small occupied area on the chip and as fast as possible. The structure is designed in the CMOS technology Alcatel Mietec 0.35(m. A functionality of the network for nose removing is proved on the network 3(3 cells and on the network 8(8 cells, both networks have the same neuron with fixed synaptic weights. This network 8(8 cells has an added functions – the horizontal and vertical line detection. The solution of the microelectronic structure is in this paper, except the linear resistors in the neuron.
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1 Introduction

The chosen application is an image processing by using a cellular neural network. This CNN is a simple array, which consists of 64 neurons with fixed synaptic weights, for the simplicity. The use of this network is a noise removal. All theory comes out of a Chua’s theory, which is described in ‎[1] and ‎[2].

2 Microelectronic structure

This microelectronic structure is designed with three requirements: as simple as possible, as fast as possible and as small as possible.

Block structure of the neuron arises from the simple cell ‎[3]. This structure contains three Op-Amps, linear capacitor and some linear resistors. The first Op-Amp is used as a summing circuit to sum input signals. The second Op-Amp is used to realise a piecewise-linear (PWL) transfer function. The third Op-Amp is used to invert the value of a voltage in an inner state of the cell.

This structure assumes that the input signals uk,l are equal to the output signal yk,l, where k,l denotes the number of the cell, and it also assumes that the input signal presents the inverted value in the inner state. Unfortunately, the summing circuit and the PWL block are usually used in an inverting mode. This disadvantage can be used as an advantage. The output of the neuron is equal to –yk,l and the signal is inverting by summing circuit together with the inner state signal. It follows, that the third Op-Amp, which is in ‎[3] used to invert the value of a voltage in an inner state of the cell, can be neglected. This neglecting makes the block structure more simple (Fig. 1).

The dynamic core is the first part of the neuron, which determines its dynamic behavior. The dynamic core in this paper composes of two parts – an analog summing circuit and an integrator.
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Figure 1: The neuron ideal block scheme 
Analog summing circuit uses the Op-Amp with a negative feedback for multi input summing inverter. The non-inverting input is connected to VDD/2 of a non-symmetrical power supply and the inverting input is fed by the input signals and the feedback from output according to feedback resistance. The summing circuit consists of seven linear resistors and the Op-Amp.

The integrator uses a very simple passive circuit with a time constant ( = Rx.C, limiting time to reach the steady state. Capacitance cannot be zero, as is it described in ‎[1], but for higher speed of cell circuit and CNN it is better to make this capacitor small. On the other hand, a higher value is recommended according to the problem with local minimums. An optimal value is used in the circuit in this paper for technology, size area, and correct function of CNN. The resistor value can be chosen according to the applied technology, usually it is between 1 kΩ and 1 MΩ, each decrement of the voltage can have a bad impact in the small voltage supply range (3 V). 

The output non-linearity depends on the output block. A piecewise linear function is chosen in this case. Basically, there are some different possibilities. The first possibility is to use a DC transfer function of an Op-Amp and a voltage divider. In this case, one of inputs is connected to VDD/2, the second one is used to drive the Op-Amp. No feedback is used there. Output transfer function depends on parameters of applied Op-Amp and on VDD. Some other possibilities are described in [6]. This piecewise linear block is more complex than the first described block. The values -1 and +1 can be set independently to any values due to the DC sources and the Op-Amps are not in saturation (the dynamics are not influenced by them).

An output function has two break points, one at the position [-1,-1] and another at the position [+1,+1]. These parameters are set by the resistors. The resistors RPWL1 and RPWL2 (feedback resistor for an Op-Amp) must be set for proper point on the x-axis. The proper values on the output (axis y) are set by the voltage divider RD1 and RD2. 

The operational amplifier in the first part consists differential NMOS input pair with  differential outputs and active load with a pair of PMOS transistors. It defines DC voltage in the output nodes, here 1.5 V is chosen for optimal value of next differential pair. A simple NMOS current mirror feeds the pair with 5 µA, it means 2.5 µA in both branches.

Second differential pair is PMOS and the pair of the NMOS transistor was used as an active load. In this case, the output is not differential, so the active NMOS load is in the regime with one diode, witch sets output DC voltage to 1 V. A simple current mirror, but PMOS, was used as a current source. The bias current has the value 5 µA, it is the same value like in the first part.

  A simple divider contained two NMOS and one PMOS transistor is used as the current reference. It is common reference for both differential amplifiers and for the load transistor in the gain stage too. This reference divides the VDD to the two nodes, in the first is 1 V, in second one is 2 V. These values are optimal for using as a DC value of the VGS for NMOS transistors, PMOS respective. This reference is very simple and it depends on the voltage supply and on a temperature. Another device must be created and used for an independent current reference, but this simple device is sufficient for application in CNN. The DC current in this part is 10 µA.

The gain stage is the second part. It is an inverting NMOS amplifier with the PMOS transistor as a load. The DC conditions for this stage are determined by the diode in second differential amplifier for NMOS transistor and by current reference for PMOS transistor. 
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Figure 2: Microelectronic structure of the Op-Amp

Added functions of the network are appointed by the cloning template for this task, ‎[1] and ‎[2]. This cloning template uses an averaging parameter. The synaptic weights cannot be changed due to their invariant nature. It follows, that this CNN can solve only one task – the noise removal. It is evident from ‎[1] and ‎[2], that the cloning template for the noise removal (Figure 3 b) is very similar to the cloning template for the horizontal (Figure 3 c) and vertical (Figure 3 d) line detection (HLD and VLD).

The horizontal (vertical) line detection CNN can solve images, where only horizontal (vertical) lines are important. This CNN erases another lines except the horizontal (vertical) lines.
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Figure 3: The cloning templates, a) general feedback operator, b) noise removal, c) for HLD and d) for VLD
The main difference is in the cloning template in the elements a12 and a32 (a21 and a23). All elements present a conduction parameter. The zero conduction parameter elements can be created like a non-conduct via, where a resistance grows to the infinity.

The problem is to create a flexible synaptic weight in the elements a12, a32, a21 and a23. The zero conduction parameter elements can be created like a simple CMOS switch. The CMOS switch theory is a well-known theory and it is shown for example in ‎[4].

Linear resistors represent the biggest problem of the cell circuit design: a) resistor in a physical layer (large occupied chip area), b) resistor as a switched capacitor (high frequency of the clock signal - over 1GHz), c) as a block of the transistors (low 3 V power supply and the high range of the voltage in the inner state of the cell -over 2.5 V). From these reasons, these possibilities were found unsatisfactory. 

3 Simulation results

The CNN Java simulator is used for the confirmation of the HSpice results. This simulator was made by S. Moser, E. Pfaffhauser, both from Institute for Signal and Information Processing, ETHZ, Zurich (Switzerland):
http://www.isi.ee.ethz.ch/~haenggi/CNN_web/CNNsim_adv_manual.html.

The operational amplifier was simulated:
	VDD
	AOL
	BW
	
	PS
	SR

	V
	dB
	kHz
	°
	µW
	V/µs

	3.0
	63.1
	370
	44.6
	78.5
	1.38


Table 1 – Op-Amp features, first part

The Slew Rate (SR) was calculated from equation bellow using load capacitance CLOAD = 10pF (much higher then all the real load capacitors of the CMOS structure).
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	Input Offset
	VOFFSET
	mV
	0.32

	Output Voltage Swing
	V+
	V
	3.00

	
	V-
	mV
	42.9

	Com. Mode Rejection Ratio 
	CMRR
	dB
	96.8

	Power Supply Rejection Ratio 
	PSRR+
	dB
	78.4

	
	PSRR-
	dB
	76.9


Table 2 – Op-Amp features, second part

CMRR and PSRR parameters were measured for zero load capacitance and for low frequencies. All  measurements were done for symmetrical supply (1.5 V.
Neuron simulations depend on neuron initial status ‎[1], ‎[2]. The output signal of the neuron depends only on the self initial condition, created as a voltage source with the voltage equal to this initial state. This source is connected in series with the switch and this switch is open during the first 10 ns. The second switch divides the input block of the neuron from the capacitor. The resistor Rx in the integrator can be replaced by this switch due to the real resistance of the switch in the open state, which is in this case 10 k( approximately.

It is clear from the Figure 4 that, if vx(0) is higher than 1.5 V, the state in t ( ( will result in output higher than 2 V. When vx(0) is smaller than 1.5 V, the state in t ( ( will result in output lower than 2 V.
There is a simulated structure of the neuron in the Figure 5. The schema is extended by the six switches. The function of the CNN is driven by the signals TA (TB = TA/) and TC (TD = TC/). For the noise removal, all switches must be open, the signal from the horizontal (vertical) neighbors must be open for the HLD (VLD).
Simulation of the CNN 3x3 neurons for the noise removal is based on CNN compounded of the nine neurons in the three rows and the three columns. The applied neuron is described above. The dynamic behavior of the CNN structure is tested using 18 input images, which were transferred to an output image in the same way like in the CNN Java simulator. It is assumed, that the background of the image is white and objects are black, respectively grey in the input image, and the border neurons are set to the white and they are constant (these neurons are presented as independent voltage sources). All times values, which were necessary for stabilization, of the outputs are collected in Table 3.
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Figure 4 - Neuron transient analysis
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Figure 5 – The neuron scheme in simulated structure
As a stabilized the time, when a value of output voltage does not change in next part is called the stabilized time. 

	Case
	-
	a)
	b)
	c)
	d)
	e)
	f)
	g)
	h)
	i)

	Time
	ns
	0
	55
	55
	91
	58
	59
	52
	50
	52

	Case
	-
	j)
	k)
	l)
	m)
	n)
	o)
	p)
	q)
	r)

	Time
	ns
	57
	91
	97
	135
	50
	50
	117
	57
	96


Table 3 – Times in 3(3 network

All HSpice simulations have the same results like the mathematical model in CNN Java simulator. It was proved in this case of the CNN, that this CNN 3(3 neuron for noise removal works correctly in the tasks for fixing the contours of the objects in the input image and for the noise removal.

Simulation of the CNN 8x8 neurons for the noise removal was done for the network containing 64 neurons. This structure is used for the confirmation of the noise removal task and for a demonstration of the limit examples for solving. In this case, a CNN containing 8(8 neurons is used for noise removal and it is the same structure like in a 3(3 neuron CNN. It is assumed to feature the same behavior. Thus this 8(8 structure is used only for 5 images, three of them represent the simple geometrical entities like a square, an “I” profile, and a rectangle rotated in 45 degrees. There are two spirals in these two input images, whose differ from each other only at one point.
	Case
	-
	a)
	b)
	c)
	d)
	e)

	Time
	ns
	49
	82
	94
	440
	740


Table 4 – Times in 8(8 network for stable outputs
The microelectronic structure works correctly. There is a difference in the case b), where the cell (6,4) cannot be in an unstable status as described in ‎[1]. The output image in the case c) is distorted due to the natural character of this network as described in ‎[2].
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a)                                  b)
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c)                                  d)

[image: image11.png]


        [image: image12.png]



e)                                     .       
Figure 6: Net 8(8 for noise removal, left - input image, middle - CNN Java simulator output, right - HSpice simulator output
The special cases are shown in d) and e). It is a spiral with one difference in the input image in the cell (4,5). The output images are very different due to this different cell. Small difference between the output image form the CNN Java simulator and the HSpice image in the case d) is caused by the different time between the change of the cell from white to black and from black to white. This time difference is caused by the microelectronic structure, which is not ideal. 
Simulation of the CNN 8x8 neurons for the HLD and VLD is used for noise removal and it can also be used with small differences for Horizontal and Vertical Line Detection (HLD and VLD). Four switches are in input branches of each neuron due to the changed function of the CNN. The times for stable output for the VHD and HLD are presented below.
The CNN for noise removal can be used with four switches for VLD and HLD, it proves the figure bellow.

	Case
	-
	VLD
	HLD

	Time
	ns
	90
	92


Table 5: Times in 8(8 network for VLD and HLD
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Figure 7 – Net 8(8 for HLD and VLD, left - input image, middle - CNN Java simulator output , right -HSpice simulator output
4 Conclusion

The biggest advantage is the parallel processing of the output signal, it means the CNN is able to work very fast. The main disadvantage of this CNN found in using fixed weights. If programmable weights are used, the network can be programmable to solve many different tasks.

The biggest problem is to create an Op-Amp, which fulfills this fast speed. The maximal speed of the tested structure is approximately 50 ns in one-step solution. 

The structure used in this paper is only one possible structure. It was chosen because of the simplicity. Another essential neuron cell circuit can be found if the neuron is in the current mode. In the current mode, the summing circuit can be very simple, because the current can be summed in a node, and the current followers can be used instead of resistors. Maybe this is the future of the cellular neural networks.
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