CRYPTOGRAPHIC SYSTEM FOR STORAGE OF DATA USING LINEAR CODES

JOSÉ LUIZ DE FREITAS JÚNIOR, EDILBERTO P. TEIXEIRA AND JOÃO N. DE SOUZA(*)

Department of  Electrical Engineering

Federal University of Uberlândia

Av. João Naves de Ávila, 2160-Campus Santa Mônica, Bloco 3N. Uberlândia/MG

BRAZIL

E-mails: joseluiz@ih.com.br and epteixeira@aol.com 
(*) Department of Computing

Federal University of Uberlândia

Av. João Naves de Ávila, 2160-Campus Santa Mônica, Bloco 1A. Uberlândia/MG

E-mail: nunes@deinf.ufu.br
BRAZIL

Abstract: - This work describes a system of cryptography for storage of data using linear codes. Through the study of the foundations of classical cryptography and algebraic theory of linear codes, the importance and efficiency of the described systems are analyzed, as well as, the use of such systems for data storage.
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1   Introduction
Currently, cryptographic protection techniques are required for information transmission and storage in data communication environments.


The conception of private key cryptosystems, based on error correction codes, has attracted the interest of researchers in the Information Theory field since its beginnings in 1978 [10] until today. The formulation of new encryption schemes using code theory has brought important contributions to the field.


Codes were developed for error correction on noisy communication channels [3]. Data transmission and storage in a communication channel take place in one direction only, i.e. from the source to the sink. Therefore, error correction control for this type of system should be implemented through error correction codes which automatically detect and correct errors at the receiving end.


In dealing with communication or data transmission with secrecy, two considerations should be made: Noise should be removed from the original information and its content preserved; Noise introduced through the encryption process should be eliminated and the content of the original information restored. 


Loss of data bits may occur during long periods of data storage and as a consequence the encryption process may not produce the plaintext. The system discussed here delivers the correct plaintext if the corrupted data bits are within the code error correction capability.

2   Cryptography

Cryptography with regards to type can be classical, or secret key, and of public key.

* Cryptography of private key – which uses the same key to encrypt a message as to decrypt it. Similarly to what happens when the decryption key is a viable computational function of the encryption key [7]. In this situation the sender and receiver agree on a secret key to be used for the transmission. However, due to the nature of the agreement the possibility of violation of secrecy is very high.

* Public Key – A method developed by Diffie and Hellman [7] which minimizes the possibility of violation through the use of two keys: first a public key known by all and a private key known only by the owner. The sender makes use of the receiver’s public key to encrypt and send the message, while the receiver uses its own private key to decrypt the message. Public key cryptography has many advantages over private key cryptography. First of all, there is no need to share previously agreed secret keys. Second, no authentication methods of signatures verification are necessary[7]. However, one disadvantage is the time taken for the encryption and decryption operations, which require a great deal of computing time making the whole process slower 


Cryptography is an art/science involving up two contrasting worlds: The legal communications world such as the exchange of messages between the rightful users of a data base and those who try to invade systems and intercept messages – the enemy. For those in the legal world it is desirable that the messages are sent and kept secret – undetectable by the enemy. On the other hand, the enemies would like to have free access to these messages [7]. These concepts are formalized as follows:


A cryptosystem is a five-tuple (P,C,K,E,D), where the following conditions are satisfied [9]:

1 - P  is a finite set of possible plaintexts;

2 - C  is a finite set of possible ciphertexts;

3 - K, the keyspace, is a finite set of possible keys;

4 - For each K(K there is a encryption rule ek(E and a corresponding decryption rule dk(D. Each ek:P(C and dk:C(P are functions such that dk(ek(x))=x for every plaintext x(P .


Sir Francis Bacon proposes the following conditions for a good cryptosystem [7]:

(i) Given ek e x, the calculation of ek(x) is easy. Given dk e y, the computation of dk(y) is easy.

(ii) Without knowing dk, it is impossible to find x from y.

(iii) The cryptotext should be without suspicion. 


It is possible to agree with Francis Bacon, however with some restrictions: condition (iii) is not considered to be important; condition (i) states that for the legal users the cryptosystem should not be so complex. "Easy" in this context relates to the complexity theory (i.e, an informal reference to “an easy problem” means that the polynomial values, which are a measure of the complexity involved, are small, at least within the considered limits). In the condition (ii), "impossible" is replaced by "computationally intractable". Taking all that into consideration, it is expected that legal users as well as illegal ones are knowledgeable in computation.


Besides the previous conditions, it is possible to consider:

(iv) For any x1, sufficiently close to x, ek(x1) should not be close to ek(x).


This means that, when two similar texts are encrypted, no correlation should exist between the encrypted texts.

(v) For any y1 close to y, dk(y1) should not be close to dk(y). 


This condition is the opposite of the condition (iv)

3   Classical cryptographic systems using algebraic theory of linear codes.

For the following analysis the reader should be familiar with the algebraic theory of linear codes as it is found in Wicker [11], Lin and Costello [5], Holland [3] and other publications in this field.

3.1   Classical cryptographic system using linear codes
Algebraic theory of linear codes and the cryptography  theory of secret key form  the fundamentals of the proposed system below.

Encryption method: Suppose that sender A needs to send a message to destination B. In this case, sender A may represent his message through a binary string u (binary text) of size k (blocks with k bits of data) and then send it to the destination B.

C = u . Gk.n + e,

where: G is the generating matrix of the linear code. In this case, G is the private key of the cryptographic system;


u is the vector message (or data) of k bits, corresponding to a block of plaintext;


e is the random error vector (standard correctable error) of length n and weight t, where t = ((dmin-1)/2(;


C is the cryptotext, encrypted text in binary code of length n.

Decryption Method: Receiver B receives the cryptotext C. The decryption of the received vector, denoted by r, consists of the following steps: 

1- It calculates the syndrome of received vector r where s = r . HT (as the receiver knows G, it generates H=[In-kPT] e HT);

2- Considering that the receiver is using the syndrome decoding method. It locates "coset leader" el whose syndrome is equal to s. In this case, el is taken as the standard error added in the encryption of message u; 

3- Decodes the received vector r in the message vector u = r + el. 


The following Table synthesizes this system.

Table 1–Classical system using linear codes

	Private:
	G, n e k

	Messages from A to B:
	Binary vector u of length k bits

	Encryption by A
	C = u . G + e, where weight(e) ( t

	Decryption by B
	1- Calculates s = r . HT, where: r = C.

2- Locates e1 whose the syndrome is equal to s
3-   Calculates u = r + e1


3.1.1 - Cryptanalysis of the system
In the proposed system, a standard error is added to the code word in order to make it difficult for the cryptanalyst to obtain the code word from C. This error eliminates linearity in substitutions. 


System security is checked when the cryptanalyst knows the system being used and intercepts the encrypted message through a number of possible means of attacks, such as:

Attack 1: The cryptanalyst knows only n. His job is to create, through trial and error, possible matrices G's that generate codes with error correction capability. For example: With n=63, linear codes (n,k) are obtained with values of k in the closed interval [7,57]. If the code has a t-error correction capability, then t is within the  closed interval [1,15] and it is inversely proportional to the value of k, as shown in Fig.1.
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Fig.1 - Error-correction capability (t) x length of message (k) of a linear code of size n.

Attack 2: The cryptanalyst knows n and k. Considering the linear code in the systematic form, that is, the code word is divided in two parts: the message part - it consists of unchangeable k digits of information (the message); the redundancy verification part – it consists of n-k digits of parity verification, which are linear sums of  information digits. In this case, the cryptanalyst work load is less than on attack 1, and he knows the dimensions of the matrix G.
Attack 3: the cryptanalyst knows n, does not know k and utilizes the frequency of messages as the analyses method. This is a difficult process due to the fact that each message sent contains a randomly built-in standard error. As in attack 1 (n=63), it is possible to build into each message to be encrypted a standard error capable of altering 15 digits of message, where the error vector has a length n.

3.1.2 Considerations about the system

In the proposed system an error is introduced, which creates a non-linearity in the system. The addition of an error vector e modifies some digits of the original message, making the system better than the corresponding classical linear system.


It should be observed that only codes that have an error-correction capability should be used.


The ideal situation is to use a linear code with a sufficient amount of digits to represent the biggest possible number of letters (words) and with a bigger error-correction capability, so that the system becomes safer. However this is not possible since increasing the code error correction capability the amount of message digits decreases as shown in Fig 1. The maximum capability of error-correction of a linear code (n,k) is approximately 
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[5]. There are linear codes with high values of n and with error-correction capability much smaller than the one given by the expression above.


To construct a linear code, there are theoretically, 2k.(n-k) possibilities for G code generating matrices and corresponding matrices H. However, there are G matrices that generate codes with no correction capability, because a linear code that corrects at least one error (t=1) has to have at least dmin = 3 ( t = ((dmin –1)/2(. Therefore, for matrices H to have linear codes capable to correct at least one error [5], the following considerations should be made:

1- H cannot have any column equal to zero; 

2- H cannot have two equal columns - all the columns of H must be different.


Fig.2 below shows the class of useful matrices for the creation of linear codes that can be used in the proposed cryptographic system.


The number of matrices H with all columns different establishes the complexity of the cryptanalysis. A relevant problem is to determine such number, which is not done in this work.
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Fig.2 - Possibilities of matrices of verification of parity H


The proposed system is a system of private key and the key to be used in the communication has to be previously agreed upon between sender and receiver. For this, sender and receiver need to meet or to use a safe communication medium. Considering the code in systematic form, the private key will be a part of the matrix G = [Pk.(n-k)  Ik], that is, only a submatrix P. 


In this system, to avoid the systematic form of the cryptotext, a matrix for permutation P may be used. In this case, the encryption method is given by: 

C = (u. G + e). P 

and the method to decryption is given by: 

1- Calculation of C.PT obtaining u.G + e; 

2- Repeat the previously considered procedures to obtain u from u.G + e

3.1.3 - Storage of data using the proposed system

The storage of data is directly related to computational activities. In the storage process, a loss of information bits may take place due to certain situations, such as: quality of the storage medium, extended long storage periods, etc. 


The following is a proposal for the encryption of data to be stored. 

1. Plaintext P is encrypted using a safe cryptographic system, obtaining encryption text C; 

2. Make a new encryption of C with the cryptographic system using codes, obtaining a ciphertext Y.


The recovery of the original message may be accomplished in the following way: 

1- Decryption of the ciphertext Y using the decryption method of the code system, obtaining C; 

2- Decryption of C using the decryption method of a safe cryptographic system, obtaining P.


Notice that the system security level is determined by the first cryptographic system that determines C from P. The ciphertext Y can be stored. In the case where a bit of Y is corrupted, Y1 next to Y is taken. This means Y1=Y + e, Where e is an error vector. If e is a correctable error vector, then Y1 is decrypted in C, and after that, C is decrypted in P.


Notice that if C is stored and some bits of C are corrupted, C1 is obtained, where C1 = C + e. In this case, even considering C1 next to C, that is, a small error e, it is not possible to decrypt C1 in P.

3.2  Composed cryptographic system for linear codes and DES 

The following is a proposal for a system that utilizes linear codes and DES. For the encrypting of a message u in this system, the following procedure is used:

DESC = 
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where: the operation * means that the sequence of bits originated by DES is transferred to J;
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 - is the function determined by cryptographic system DES and k is the 56 bits private key;

J = [(u . G) + e].P, like that:

u - is a message vector (or information) of length k bits; 

G - is the generating matrix of the linear code; 

P - is a matrix for permutation of order nxn; 

e - is a random error vector (correctable standard error) of length n and weight t, where t =  ((dmin-1)/2(. 

DESC - is the composition of cryptographics systems DES and J; 


To recover the message u, the procedure used is: 


DESC-1 = J-1 * 
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 is the system decryption process determined by 
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J-1 - is the operation of decoding of J. 


Note that the DES system as well as the J system can be implemented in hardware or software form. Linear codes and cryptographic systems based in DES can be efficiently implemented in hardware [9] [5]. This means that DESC system can also be implemented efficiently in hardware.

3.2.1 Cryptanalysis of DESC System

The DESC system is the composition of systems DES and J.


In the J system a permutation matrix is used to avoid the systematic form of the encrypted message. Considering the brute-force to break the DESC system,  besides the 256 possibilities of DES keys, the different possibilities for matrices P and G should be computed.


Therefore this system is more difficult to brake than the DES, when used individuality. Fig. 3 illustrates this concept. 


As seen in Fig. 3, the block of message M1, for example, is encrypted in a message (M1Je1, M1Je2, M1Je3,...), which depends on the error utilized (e1, e2, e3,...). 


Considering the e2 error,  M1 is encrypted in M1Je2. After that, depending on the key to be used by the DES, the encrypting of M1Je2 message takes place.
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Fig.3 - Block of message of length k and possible encrypted block


Therefore, in a “brute-force” analysis all possible C1, C2, ..., C
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 keys should be considered and after that all possible linear codes determined by matrices G and permutations P. 


Finally, it should be pointed out that the simple composition of two DES systems does not modify the final complexity of the cryptanalysis. Such fact does not occur with the proposed system.

4   Conclusions
Two classical cryptographic systems are proposed in this work. The first one utilizes the linear codes, which introduce a non-linearity in the encrypting of the plaintext.


Comparing such system with classical cryptographic shift systems there is an improvement due to the presence of the random e error, which is added to the product u.G. However, such system is still inferior to systems of DES type, mainly because of security considerations. 


The second system proposed is a composition of a DES system with the cryptographic system based in codes, which is an improvement of the DES with respect to security. However, the decrypting in this system is more complex than in the DES system, due to the use of codes. Although a higher degree of complexity is required, it can still be implemented by logical circuits, in the same way that DES and linear code systems are implemented (decoding using syndrome circuit) [5]. 


With the proposed systems, there is an enormous advantage for the storage of data in the usual form, due  to the fact that lost bits may be eventually recovered and stored data can be cryptographed.
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