Extension of the MACH-RT Kernel to Quality of Service Control in Multimedia Communications
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Abstract: - The increase in the speed and power of the processors now available has given us the opportunity to use workstations and ordinary PCs to carry out multimedia communication.  Unfortunately, this type of application requires real-time resources which current operating systems are not capable of providing.  Multimedia applications need a reserve of resources.  Quality of service (QoS) control will not be complete unless it takes account of the processor's limitations concerning the real-time requirements of multimedia.  Therefore we have to provide functions that enable the operating system to ensure at least acceptable standards for the quality of service required  by applications.   In this project we suggest alterations to the scheduler of the kernel of a MACH-RT operating system.  We also suggest an architecture that makes it possible to create and launch multimedia applications. These alterations allow the quality of service provided to the user to be controlled.
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�
Introduction


The concept of QoS emerged mainly to describe the characteristics of communications systems.  Use of multimedia communications, and therefore the continuous throughput of audio and video, has made it necessary to extend this concept to all the components in the communication chain.  Let us take as an example a videoconferencing application that allows two user terminals to communicate through voice and images, interactively and in real time.  In this case, it is not sufficient to carry out the QoS control in the communication network alone.  We also have to ensure that the quality negotiated with the network is actually being supplied to the user by the operating system.  Thus, the term QoS takes on a broader meaning [13]:


"Quality of service means all the qualitative and quantitative characteristics of a dedicated multimedia system that are necessary to ensure the functioning of an application."


Although QoS in a communications network is expressed chiefly in terms of throughput and error rate, QoS in an operating system is measured by the processor's availability for the application.  The use of audio and video media makes it essential that the application's processes should run at specific moments because of their real-time characteristics.  Operating systems such as UNIX cannot meet the requirements of this type of application for lack of real-time mechanisms.  However, use of a real-time scheduler is detrimental to systems tasks, which can no longer run and are deferred when a real-time process is in operation.


We suggest an architecture based on the MACH-RT micro-kernel which makes it possible to guarantee QoS control.  In this architecture the control and management of the QoS are handled by a server which looks at the QoS requests and, by analysing the load and availability of the processor, can decide whether or not to allow multimedia applications to be created.  We also suggest changes in the functions of the MACH-RT scheduler to allow it to run this type of application. 








Control Architecture


Our proposal is based on a micro-kernel architecture. In this type of architecture, the kernel takes charge only of essential system tasks, such as memory management and scheduling processor tasks.


The advantages of using micro-kernel architecture are its flexibility and ease of manipulation.  Services can be added to the system very simply and rapidly because of its adaptability.  On the other hand, one of the main arguments against the micro-kernel is its lack of performance.  Communication between the several servers that make up the system requires much longer response times than those we find in monolithic kernels such as UNIX.  However, with the development of Interprocess Communication (IPC) techniques and appropriate server designs, the difference is becoming increasingly smaller, and even insignificant [1,5,6].


In Fig.1 we can  identify the main components of the proposed architecture: the user interface, the multimedia server and the kernel.
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Fig.� SEQ Figure \* ARABIC �1� Architecture for QoS control.








The interface and multimedia resources


The role of the interface is to isolate the user from the details of each multimedia process.  Its aim is therefore to provide a more user-friendly interface.  Thus, for instance, the user might request the creation of a video process with normal quality, in colour, with 10 images per second and 160x120 pixels.  The interface module takes charge of consulting a database to find out what the application will require in terms of system resources.


The database contains all the information relating to each multimedia process capable of running in the dedicated system.  Thus the above request generates a request for several system resources.  For example, a 10-ms process at a frequency of 10 times per second, a 20-ms process at a frequency of once per second, a throughput of 1 Mb/s and an error rate of 10-9, all with "best effort" discipline.  Its role is therefore to supply the knowledge that the multimedia server needs to create multimedia tasks.


The interface therefore turns a high-level request into a processes and system resources request.  Once the interface has all the information it requires, it asks the multimedia server to create multimedia tasks and reserve the necessary system resources.
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Fig.� SEQ Figure \* ARABIC �2� Interface and the "bag" of multimedia resources.





In the proposed architecture, a multimedia application is represented by the "bag" of multimedia resources, made up of multimedia "threads" and by the system resources the application requires.


Each thread in a bag can only begin to run if all the other threads belonging to the same bag are able to run as well.  In other words, the system must have sufficient resources for all the application's threads, otherwise no thread can start to run.  The use of the bag concept for multimedia resources makes it easier for the multimedia server to decide whether to accept or refuse the creation of a multimedia application.


The bag of resources also facilitates the management of multimedia applications.  If an application thread cannot keep running because of a QoS that is incompatible with its requirements, it is easy, if necessary, to shut down all the threads of the same application and free all the system resources belonging to the same bag.








Multimedia server


In our proposal, control of the system resources is carried out by a server which works outside the kernel.  It will receive requests from bags of multimedia resources made by applications which want to run in each processor.  The server will analyse the resources available, especially those of the processor and the memory, and decide whether the system is able to accept the request.


In order to carry out the analysis of available resources, the multimedia server receives requests for system resources and asks each server if it has available resources of the quality required.  Thus, for example, the network management server may indicate whether it has a communication channel with the requested characteristics.  If the answer is affirmative, it reserves the channel for the application.  Each server responsible for each system resource analyses the request and gives its answer to the multimedia server.
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Fig.� SEQ Figure \* ARABIC �3� Communication between the multimedia server and the other system servers.








Another of the multimedia server's tasks is to warn the application if the system can no longer guarantee the quality negotiated, or if the application is using more resources than it had reserved.


Contrary to what happens with present systems, each task of the multimedia application is analysed before it is allowed to access the processor's task queues.  Thus, an a priori control of the processor load and of the allocation of resources is carried out.








The scheduler


Our aim is to enable multimedia applications to run on a workstation or PC without preventing the running of the system's usual tasks.  If we simply use real-time priorities, there is the risk that the workstation will be turned into a multimedia-dedicated workstation, preventing it from running the simplest applications, such as word processing, or worse, by shutting down completely certain essential system tasks [7].


Thus, too heavy a real-time load on the machine which would disrupt the system would also disrupt the multimedia application.  Similarly, too heavy a load may disrupt the running of certain low-priority interruptions, with disastrous consequences for both the system and the application itself.


If the application is accepted by the multimedia server, the kernel is informed and the scheduler divides up the processor time in such a way that the multimedia applications can go ahead without interrupting other tasks.


The scheduler divides up time in the following way: it works with two queues, the first devoted to multimedia processes and the second to other processes of the system (which may itself include several queues).  The server decides what percentage of processor time will be reserved for multimedia applications and what percentage will be reserved for other applications, calling upon the EDF (Earliest Deadline First) algorithm on the one hand and on dynamic priorities on the other.  During the period reserved for multimedia, the multimedia tasks have the highest priority in the system and are selected according to the EDF algorithm.  During the other period, they will have low priority and will only run if there are no ordinary tasks ready to run.


The MACH-RT micro-kernel makes it possible to use several classes of scheduling at the same time in the same set of processors [11].  So we may have an EDF policy, a priorities policy and a real-time policy, for example, within the same system.  Then we can add a new class of scheduling: the multimedia class.  However, this new class is incompatible with the real-time class, because both use real time in the same way, except that the multimedia class cannot reserve all the system time for its processes.








Time-sharing


The scheduler divides processor time into two main types: multimedia time and normal time.  While it is working with multimedia tasks, no shared application will be able to run unless there are no more multimedia tasks ready to run.  The same applies to normal time, in which multimedia applications can run only if there are no shared tasks to run simultaneously.


The processor time is divided into reserved units, with a unit being the minimum time the scheduler may reserve for the application.  Even so, the reservation of units does not prevent an application from using a shorter period of processor time.  We may also define a period of time in which a minimum period will be reserved for shared applications.  This standard will indicate the maximum slowdown that shared applications will undergo when the system is also working with multimedia applications.  The standards are totally dependent on the machine and are selected in accordance with the performance of each processor.


Take, for instance, an analysis period of 100ms with a reserved time of 5ms.  If we allow a maximum slowdown of 50% for shared applications, the scheduler will give at least 50ms to shared applications.  The number of reserved units that will be engaged depends on how much time we want the scheduler to devote to multimedia applications.  The following figure shows two possibilities for time-sharing.  In the first, two units are reserved on each occasion, and in the second, only one unit.  The choice of these parameters takes account of the "overhead" of changing tasks in the system and the performance of the processor.


The analysis period and the minimum reserved time for each processor are fed into the database so that the interface can make a request to the multimedia server with the correct reservation standards.  Any change in these standards requires changes to be made in the database.
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Tests


For test the implementation of this architecture, we first created an application with only ordinary tasks (producer-consumer). With this application we reach 100% of CPU charge. Then, we created several multimedia tasks with 10% of CPU reservation each. The Fig. 5 shows the results. In this figure, we can see, for example, that in a situation of 3 multimedia tasks, the ordinary task has 65% of CPU time, with an overhead of 5%.  It should be pointed out that with the old real-time scheduler, the multimedia task has 100% of CPU time and the ordinary tasks don’t run. 
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Fig.5 Ordinary and multimedia tasks.








Conclusion


We suggest a medium for QoS control based on a server in an architecture composed of an operating system composed of micro-kernels.  This server would check whether to allow multimedia applications to run, according to system resources.  The proposed scheduler would actually work with two types of real-time application: multimedia applications and other applications, except that the latter would not use the EDF algorithm to do their scheduling.


We have done the implementation of this architecture on the MACH-RT micro-kernel with a FreeBSD file system.  The algorithm used is flexible enough for the scheduler not to cause any significant slowdown in normal performance provided no multimedia applications are running.  If the system has only multimedia applications, they will have the maximum processor time, except for the time taken by the usual kernel tasks.


It should be pointed out that at the current stage of implementation, the analysis period and reserved time cannot be altered without compilation of the kernel, and that dynamic negotiation of the QoS is not yet possible.  We are currently working on both these elements.  We are also working with the same architecture on a LINUX real-time kernel.


The number of multimedia applications and the quality that we guarantee them are doubtless lower than in an architecture where multimedia applications always have highest priority and where there are no admissibility checks.  On the other hand, the advantage of our architecture compared to those types of architecture is that it can ensure the normal operation of the system and the operation of shared applications, even with a major load of multimedia applications.
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