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Abstract: - A new class of externally positive 2D linear systems described by the general model and the
Roesser model is introduced. It is shown that the 2D linear systems are externally positive if and only if
their impulse responses are not negative. The relationship between external and internal positiveness of

2D linear systemsis also discussed.
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1 Introduction

The most popular models of two-dimensional
(2D) linear systems are those introduced by
Roesser [9], Fornasini and Marchesini [1,2] and
Kurek [7]. A positive (non-negative) 2D Roesser
type model has been introduced in [4]. Recently
Valcher and Fornasini in [10] have investigated
some interesting properties of homogeneous 2D
positive systems described by the second
Fornasini-Marchesini type models. The external
positive 1D continuous-time and discrete-time
linear systems have been studied in [8].

In this paper a new class of externally positive
2D linear systems described by the general model
[7] and the Roesser model [9] is introduced.
Necessary and sufficient conditions for the
externa positiveness of 2D linear systems are
established and the relationship between external
and internal positiveness of these systems is
discussed.

2 Externally positive general model
Let Z, be the set of nonnegative integers and

R'™ be the set of n" m red matrices
(R“ = R“'l). The set of n” m real matrices with
nonnegative entries will be denoted by R'™
(RT:=R™).

Consider the 2D general model

X jor = PoXy T A X FAX T

(1a)
+Byu; + B, ; +B,u

i,j+l

y; =Cx, +Du; ,i,jT z, (1b)

i
where x; 1 R" is the local state vector at the
point (i, j), u; 1 R™ istheinput vector, y; T RP
is the output vector and
ATR"™ BT R ™k=0,2Cl R"",DI R*"
Boundary conditions for (1a) are given by

X, foril z, and x,; for jT Z, 2)

Definition 1. The model (system) (1) is caled
externally (input-output) positive if for all

u, T RP, i,j1 z, and zero boundary conditions
(2) i.e x,=0, il Z, and x,, =0, jI Z, its
output vector y, T RP for i, jT z,

Theorem 1. The model (1) is externaly positive
if and only if itsimpulse response g; T R ™
Proof. It iswell-known [5] that for any u; T R™,
i, j T z, theoutput vector y; of (1) isgiven by
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From (3) it follows that if u, T R and g; T RP ™
fori, jT z, then y, T RP fori, ji z,.
To shovy the necessity suppose that for some
hr,p,ql Z,

g; <Ofor hEiEr,p£j£q
and

i>0 for hEifr,p£j£q

L]
i1 =0 otherwise

Then from (3) we obtain
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Therefore, the model (1) externaly positive if and
only if g;,T RP™. O

Theorem 2. A 2D linear system described by the
equation
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o
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kT(9F|>0 =0 k:I?+I>0 =0

is externally positive if
a,*0andb, 20
for k=01,...,m1=0L...m(k+l>0) )

Proof. Using 2D z transform it is easy to show
that the transfer function of the system described
by (4) has the form

a ahz'z

k=0 1=0

T(z.2)=—"7"— 6)
- a aaz‘y
k:I? 1>0 =0

The impulse response g,
related by

with T(z,z,) is

¥ ¥
T(z,z)= a a gk|21-kzéI (7)
k=0 =0
k+1>0

From (6) and (7) we have
é. é. by Zikzél =

k:I?+I>0 =0

e n m % ¥ ¥ 9(8)
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Comparison of the coefficients at the like powers
of z and z, of (8) we obtain
0,0 =b, for k=1....n,

Oy =by for I=1...,m
9)

From (9) it followsthat g, 2 0 for k,IT Z,.By

theorem 1 the system described by (4) is
externaly positive. O
From theorem 2 and its proof we have.

Remark. The model (1) with transfer function
(6) is externally positive if (5) hold.

3 Relationship between external positive and
positive systems

Definition 2. The model (system) (1) is caled
internally positive (shortly positive) if for all
boundary conditions x,1 R, %, T R.i,jI Z,

and all input sequences u; 1 R,i,jT Z, we have
%1 Rl and y, 1 RP for all i,jl Z,.

From Definition 2 it follows that the model (1) is
positive only if its impulse response g, 1 R ™
for k11T Z,.

Therefore if the model (1) is positive it is aso
externaly positive.
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Theorem 3. The model (1) is positive if and only
if
ATR'"BITR'™ for k=012

(10)
and Ci R"",DT RP™
Proof. If (10) holds and x,1 RI,x,;T R/,
u, T R fori,jl Z, thenfrom (1a) and (1b) we
have recurrently x,1 R',x,1 R,x,,T R,...
and v, 1 RP,y, T RP,y,,T RP,..

To show the necessity we assume that
X =€,1=1...,n (the ith column of the n" n

identity matrix), x,=%,=0 and uy; =0,
i,j1 Z,. Thenfor i=j=0 from (1a) we obtan
x,=A,1 R where A, is the ith column of
A (k=012).If weassume X, =€,Xy, = X, =
and [ = =
AT R'. Smilaily if we
X1 =€, %0 =%, =0 and u; =0,i,jT Z, then
from (1a) for i = j =0 we have x, = A, 1T R".In
asimilar way we may shown that x, =B, 1T R’,
k=012 where B, is the ith column of B,. By
similar arguments using (1b) we may show the
necessity of CT RP" and D1 RP™.0O0
The transition matrix T, for the model (1) is
defined by [7,3]
| I, (then” n identity matrix) for i =j=0
-»—w% L TAT AT for i,j2 0 (j+)>0)
|0 (the zero matrix) for i<0 or/and j<O
(11)
Theorem 4. If the model (1) is positive then

T,T R for i,j1 Z, (12)

Proof. The proof will be accomplished by
induction on i and j . From (11) we have
=AT R'", =AT R'",

T,=A+AT,+AT,1 R'". Assuming that the
hypothesis is true for the pairs (p,q),(p+10Q)
and (p,q+1) we shal shown that it is also valid

for the par (p+1q+l).
i=p+l j=q+1 wehave

From (11) for

T A)qu + AiTp+1q AZTp,q+1 I Rf " D

p+l,q+l

4 Externally positive Roesser model
Consider the 2D Roesser model [9,5,6]

%,3 6A, A, 1Y B0

i1z, (12
& .t €n, Azz%.,g éBZUu” il Z,(129)

&
Yi :[Cl Cz]? , Ut Dy,

ij

(12b)

where x'T R™ is the horizontal state vector at
x/1 R™ is the vertica state
vector, u; I R™ is the input vector, y; T RP is
the output vector and A, 1T R™ ™, A, T R™ ",
BT R*™B, T R*",C,T R"™ C,T R"™,

DT RP™

Boundary conditions for (12a) are given by

the point (i, ),

(13)

X, i1 Z, and  Xp,il Z,

Definition 3. The Roesser model (12) is called
externally (input-output) positive if for all

u, T R, i,jl Z, and zero boundary conditions
(13), ie x5, =0%,=0, i,jl Z,
vector y; T RP for i,jl Z,.

its output

Theorem 5. The Roesser model (12) is externally
positive if and only if its impulse response
gu Rf "

The proof issimilar to the one of theorem 1.

In [4] the positive (non-negative) Roesser model
has been defined and it has been shown that the
model (12) is positive if and only if
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The 2D Roesser model is postive only if its
impulse response g, 1 R”™ for kT Z,

Therefore, if the 2D Roesser model is positive it
is aso externally positive.

Theorem 6. A single-input single-output 2D
Roesser model with transfer function (6) is
externaly positive if the conditions (5) are
satisfied.

Proof. In asimilar way as in proof of theorem 2 it
can be show that (9) holds and g, >0 for

ki1 z,.0O

Theorem 7. Let (14) with D =0 be matrices of a
positive Roesser model (12). Then the Roesser
model  with A-B,-C,D=0 is externaly
positive, but it is not positive.

Let (10) with D=0 be matrices of a positive
model (1). Then the modd (1) with
A, B,-C,D=0 (k=012 iIs  externally
positive but it is not positive.

Proof. If (14) (with D =0) holds then it is easy
to show [9,3,5,6] that the solution of (12a)

U g €00 4 éxu
9\],9:5-1-' pi€y Uta T g€ qU+
BH ro  Ewl oo 60 g

(15)
d d & eBlu é0 00 any
taa T.pqueou Tlplqle Ll—pql Rfl
p=0 g=0

for any boundary conditions (13) xj1 R,
x'T R* and all U; T R™i,jT Z,, where the
transition matrix of (12) is defined by [9,3]

‘|I for i=j=0(n=n+n,)
T, = TT 1t Tl for i3 0,j30(+jt0) (16)
I0 for i<Oor/and j<O

and
_éA; Abu.  é0 0O
To =g (@ To =@ v
€0 0y A Axll
satisfies the condition T, T R!'".
Note that if in (15) the matrix B is substituted
& U
by -B then & 0 R™™ and the Roesser model
&t
y . /U
is not positive, but its output y; =-Cé ul RP.
e g

Therefore, the impulse response of the Roesser
model  with A-B,-C,D=0 sdtisfies the

condition g, RP™ for kIT Z, and it is

'+

externaly positive.
The proof for the model (1) issimilar. C

Example. Consider the Roesser model (12) with

; . élL 0:0u & 1
S AU_&) 0 g SBiU_é 0
A_SAZ =& 1 ..;.;u’B &, u=a0y
Pteoog Y gy
(17)
c=[o -1i-1 D=0
Using (16) we obtain
€l 0 Ou @ 0 0y
Tlozgo 1 OET RfsaToj_:g) O OHT Rfs,
€ 0 Of & 0 o
0 0 0
Tll T10T01 +T01T10 - e‘l- O OHT Rf 3
él 0 0g

and recurrently T, T R¥® fori,j3 0

The solution (15) of Roesser model (12) with (17)
for zero boundary conditions (13) and

u, =2'e’,i,jl Z, givenby
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has not positive components. Therefore, the
Roesser model (12) with (17) is not positive (the
same follows from (17) and (14)) but it is
externally positive since its impulse response
[3.9]

Cgrk 1IgBlz Tkl 1§§2uo
ae élu €0ud

=01 1]ng1,203+Tk, 1203 IR
§ &g Bl

IS not negative.

5 Concluding remarks

It has been show that the 2D linear systems are
externally positive if and only if their impulse
responses are non-negative (theorems 1 and 5).
Sufficient conditions have been established under
which the 2D linear systems with given transfer
functions are externally positive (remark and
theorem 6).

With dlight modifications the presented results
can be easily extended for 2D linear continuous
systems.

The considerations can be also extended for the
n- D (n>2) linear systems[3,6].
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