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Abstract: In this paper the hierarchical approach in learning and its application in building a hybrid

(symbolic - subsymbolic) system for emotion recognition is examined. Using the hierarchical approach,

instead of creating a solid and direct mapping from a set of inputs to the set of the corresponding outputs,

the process is divided into a number of stages where the goal is to construct an abstract description of

the concept to be learned. This principle is followed by PAC meditation which is a probably approximate

correct (PAC) learning paradigm for Boolean formulas. An extension of this system in order to allow

the expression of more complex hypotheses is to incorporate subsymbolic processing at various stages.
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1 Introduction

One way to de�ne learning is as the automatic

construction of the mapping from a set of stimuli

to the set of actions to be taken by an agent given

these stimuli. According to the nature of the data

being processed, the methods which are followed

and the form of representation of the knowledge

which is necessary in order to perform the map-

ping we can distinguish the statistical learning (or

inferencing), the subsymbolic learning (in arti�cial

neural networks) and the symbolic learning (in the

sense of rule based systems).

In an e�ort to examine the feasibility of learn-

ing problems when approached under a statistical

oriented prism, the probably approximate correct

(PAC) learning notion was introduced [1, 2]. In

that, learnability is de�ned by whether or not a

su�ciently close approximation of a target concept

can be derived by a polynomial time learning algo-

rithm. Learnability of concepts from the Boolean

space was initially examined [1]. The model was

then extended for concepts from a real valued in-

stance space [3] and a structural measure of the

class of concepts, the Vapnic-Chervonenkis (VC)

dimension [4, 3], became a basic parameter con-

nected with the learnability of a class and the

calculation of the sample sizes required. De�n-

ing a sentinel function and working with the fron-

tiers of the concepts to be learned was then sug-

gested in [5]. Extending the notion of sentinels

by including both the inner and the outer fron-

tiers of the concepts and by following a multi-

stage approach where starting from initial obser-

vations about a concept the level of abstraction is

gradually increased until a high level description

is achieved was then reported in [6]. That was

known as the PAC meditation model and a learn-

ing paradigm for Boolean formulas was given. As

it was shown in [6], following this approach the so-

lution of learning problems that had been reported

as NP-hard (e.g. learning k-term-DNF functions

[7]) was proved NP-easy [8].

The merits of learning by abstraction and

constructing hierarchical descriptions of concepts

were also recently reported in an example for im-

age understanding [9]. In that, a cellular commu-

nication protocol is adopted and is augmented by

the use of symbolic descriptions and neural asso-

ciative processing of the rules. This system is also

a paradigm of a hybrid architecture where sym-

bolic and subsymbolic processing coexist and sup-

plement each other [10]. The study of such sys-

tems and their application for a challenging HCI

problem, that of emotion recognition, is the sub-

ject of the PHYSTA research project.

In this paper, after a brief presentation of PAC
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learning, PAC meditation and the issues regarding

the problem domain, the initial framework for a

two way communicating hybrid system combining

subsymbolic processing at the initial stages and

the creation of hypotheses using the PAC medita-

tion model at the later stages is given.

2 PAC learning

As mentioned earlier, PAC learning is referring

to the feasibility of learning problems as far as

computational complexity and performance is con-

cerned. Performance in this case is related with

the level in which the constructed hypothesis ap-

proximates the concept to be learned. Thus, hav-

ing X as the set of all possible outcomes of a

source of random data, we de�ne a concept c to

be any subset of X and a concept class any set

of concepts. Points are drawn from X with an

arbitrary probability distribution P and using a

characteristic function �c (�c : X ! f1; 0g) they

can be labelled as belonging to a concept c or

not. A labelled random sample �cm for each con-

cept c is then de�ned as the set of the m pairs

f(�i; �c(�i)); i = 1 : : : mg where �i are randomly

chosen from X with probability P (�i). A learning

function for C is a procedure that given a large

enough labelled random sample for any concept c

of C generates a hypothesis hc which is a good ap-

proximation of c. In order to de�ne what is meant

by a good approximation we need to de�ne the er-

ror between a concept and a hypothesis. This is

de�ned as the probability, according to P , of the

symmetric di�erence between the concept c and

the hypothesis hc (i.e. P ([(c [ hc) � (c \ hc)])).

In other words, the error is the probability that hc
and c will disagree on an instance randomly drawn

from X. A good approximation is then the one for

which the probability of the error being more than

� is less than � for small � and �. A class C of con-

cepts will be called PAC learnable if there exists a

learning function which for any probability distri-

bution P can run in time polynomial to 1=�, 1=�

and the dimensionality of X and can produce for

each concept of the class a hypothesis which is a

good approximation of it according to P , � and �.

The case of three categories of Boolean

functions (namely, k-CNF, k-term-DNF and �-

expressions1) was initially examined in the intro-

ductory paper by Valiant [1]. The use of the rou-

tines EXAMPLE and ORACLE from the learning

algorithms was considered in that case. A call at

EXAMPLE would return a positive example and

ORACLE was a routine which in its simplest form

could tell if an instance from f0; 1gn belonged to

the concept or not. According to [1], the �rst cat-

egory was learnable from positive examples only

while the next two categories needed calls to com-

plex versions of ORACLE as well. However, there

were classes of Boolean functions that proved not

PAC learnable without ORACLEs. For example

the k-term-DNF Boolean functions for k � 2 [7].

A structural measure, the Vapnic-

Chervonenkis dimension2 (dV C) [4, 3] was related

to the PAC learnability of a concept class in [3]

where concept classes de�ned by regions in the Eu-

clidean space, En, are also considered. According

to [3], a concept class is PAC learnable i� the VC

dimension of C is �nite. Additionally, the sample

sizes required for learning the concepts are de�ned

in relation with �, � and the VC dimension. The

smallest sample size that allows this is called the

sample complexity of the learning function.

A di�erent approach to de�ne the sample com-

plexity was suggested in [5]. That was derived

from the observation that the points in the sam-

ple play the role of `sentinelling' the target con-

cept. Moreover, it is possible that a subset only of

these points would su�ce in order to represent the

same concept. The new index of the sample com-

plexity for C was called the detail of C and was

de�ned as the supremum of the minimum num-

bers of sentinel points required for each concept

in C. Based on this notion, the sentry function

which would return the set of points sentinelling a

concept from outside was de�ned. Combining the

latter ideas with a multilevel approach in order

to build hypotheses for the target concepts is the

PAC meditation model [6].

1A k-CNF function is a conjuction of clauses with at most k literals in each clause, a k-term-DNF function is a disjunction

of at most k monomials and an �-expression is an arbitrary Boolean expression containing each variable at most once.
2Simply stated, the VC dimension of a concept class C � 2X is the maximum number d of instances from X that can

be labelled as positive and negative examples in all 2d possible ways through concepts from C.



2.1 PAC meditation

The basic characteristic in PAC meditation is that

the learning process is divided into a number of

stages. These stages are the consecutive steps in

a two sided converging approximation procedure

where at each stage the level of abstraction is in-

creased. Thus, starting from initial observations

about the concept to be learned (i.e. from the

labelled random sample) a number of partial con-

sistent hypotheses are created. That is, each hy-

pothesis is consistent with a part of the positive

examples and all negative examples or vice versa.

The basic point at this stage is that the union of

the hypotheses coming from positive subsets and

the intersection of the hypotheses coming from the

negative subsets form two inner and outer frontiers

respectively. These two frontiers delimit the inter-

stice where the suitable consistent hypothesis can

be found (see �g. 1a).

At further abstraction levels, the partial con-

sistent hypotheses of the immediately preceding

level play the role of labelled examples. This is

depicted in �gure 1b. Thus, the sampled data are

substituted by formulas of these data and the pos-

itive/negative labels by ags indicating whether

the formulas belong to the inner or the outer fron-

tier. New links can then be stated between the

frontier formulas. Moreover, a rede�nition of the

interstice for the target concept by means of ex-

tending the inner and `shrinking' the outer fron-

tier can take place. These two steps (i.e. new links

and rede�nition of interstice) are called abstraction

and reduction respectively.

The learning model in PAC meditation can be

thought of as a `bridge' between inductive and de-

ductive learning [6]; at the �rst level atomic for-

mulas are inductively learned from examples and

then these formulas are processed with special de-

ductive tools. Moreover, the model provides a spe-

cial featured boosting of hypotheses which could

be called syntactical when compared with other

methods which could be called statistical [11]. The

basic idea of boosting is to start from weak hy-

potheses suitable only in di�erent regions of the

instance space and combine them in order to pro-

duce a strong hypothesis. The way of combing the

hypotheses can have a numerical nature, in which

case is reminiscent of methods for combining mul-

tiple experts [12], or, as in the example of PAC

meditation, can have a more delicate form. In the

latter, the structural complexity of the hypotheses

grows with the level and denotes an incremental

embedding of new symbolic knowledge. Thus, the

derived hypothesis is not only consistent and rep-

resentative of the target concept but also expresses

more intricate relations among the observed data,

the stimuli, and their high level interpretation.

As mentioned in the previous section, PAC

meditation uses the notion of sentry functions in

its learning mechanism. These are now extended

in order to include the inner and the outer sen-

try function which given a hypothesis return the

internal and external pivots, respectively, around

which to draw that hypothesis. Estimations of the

sample complexity is also allowed by using these

functions.

In the operation of the model special care has

been taken so that the process is without infor-

mation waste (wiw). An information waste occurs

when relying to overdetailed hypotheses which re-

quire the model to focus on sentry points that in

later stages will be proved useless for drawing the

�nal hypothesis.

In the example for Boolean formulas which

is given in [6], a PAC meditation algorithm

which is called systolic meditation is pre-

sented. In that, families of hyper L clauses3

and hyper L monomials are constructed starting

from a labelled random sample and the procedure

stops when the planned hierarchical level has been

reached. Thus, a series of abstraction and reduc-

tions steps is followed and when the proper level

is reached synthesis takes place. The latter is the

�nal step and it is the one in which the �nal hy-

pothesis is drawn. Depending on the desired form

for the �nal hypothesis we can either group r of

the possible hyper L monomials or r of the possi-

ble hyper L clauses representing the inner and the

outer frontiers of our target concept respectively.

The basic criterion which has to followed in each

case is that of the consistency of the drawn hy-

pothesis with the inner and outer frontiers.

3A hyper L clause is a disjunction of hyper L-1 monomials and vice versa. A hyper 0 clause is the usual clause (disjunc-

tion of literals) and a hyper 0 monomial is the usual monomial (conjunction of literals).
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Figure 1: (a) The partial consistent hypotheses from negative and positive examples. (b) Sentry points

at various abstraction levels.

The application of the PAC meditation model

for learning concepts within a more diverse and

extended class of concepts is in the scope of the

current research. The new instance space in-

cludes examples and observations derived after

the proper preprocessing of data which are neces-

sary for emotion recognition.

3 Emotion recognition

The development of an arti�cial emotion decod-

ing system is of great interest and it is a chal-

lenging application in the �eld of human-computer

interaction (HCI). Within the framework of the

PHYSTA project the problem is approached at

di�erent levels. At the �rst level there is the raw

input signal, the stimuli, which has to be pre-

processed in order to extract these features which

are necessary for the further stages of processing.

Vision (static and dynamic images of faces) and

acoustic signals (speech) are the input data to this

level. Features from frontal and pro�le views of

faces, optical ow and speech signals must be ex-

tracted at this stage [13]

At the intermediate level there is the connec-

tion of the features with the emotional status

which is expressed in the video and acoustic se-

quence. This can be interpreted as `which values

of a feature are characteristic of the current emo-

tional status ?' or `what is the interrelation of the

values of the features at a given emotional status

?' etc. Questions of this kind should be handled

and be the subject of symbolic manipulation when

properly augmented with subsymbolic processing

in order to increase exibility.

At the highest level there exists the description

and the classi�cation of the emotions themselves.

However, a di�culty arises at this point due to the

lack of a standard `vocabulary' and uni�ed the-

ory for this description. The approach followed by

PHYSTA is presented in [14] and suggests the con-

struction of a basic emotion vocabulary and the

description of the basic emotion terms by means of

(i) a two dimensional space where emotions are or-

ganized according to how positive or negative they

are and the energy level connected with the per-

son experiencing the emotion, and, (ii) an emotion

schema which provides additional discriminant di-

mensions and deals with actions, objects and sit-

uations related with the emotion terms.

The task of the hybrid architecture which will

combine the PAC meditation model and subsym-

bolic processing is to form the suitable mappings

from the features space to the emotions space. The

initial framework and related issues are presented

next.

4 The subsymbolic framework

In the PAC meditation learning paradigm for

Boolean formulas which was briey presented ear-

lier we can distinguish the following stages:



1. A set of monomials and clauses are extracted

from the labelled samples.

2. Grouping of the frontiers using the set union

and intersection functions.

3. Rede�nition of the frontiers and derivation

of higher level pivot points.

4. Final grouping of the frontiers in order to

draw a consistent hypothesis.

As we saw, this model can create a set of hy-

potheses which are consistent and approximate the

target concept with a de�ned accuracy. Subsym-

bolic extensions at the operation of the system can

provide an adaptable interface with the external

world and also a exible way to de�ne the strategy

followed to build the hypotheses. These extensions

are based at the suggestions given in [6].

At �rst level we need to de�ne the input vari-

ables, the 0-level literals in the system. These lit-

erals should be capable of describing, at the lowest

level, emotion related characteristics, e.g. shape

of mouth and eyebrows, size of pupil, pitch and

loadness changes of voice, etc. In other words,

they should describe the elementary facts about

the outside world. In a sense, this is a �rst step

in reducing the dimensionality of the input do-

main. This can be achieved by a relatively primi-

tive feature to symbol mapping following the ini-

tial feature extraction from the input signals [13].

One or more MLP networks operating in parallel

can be used for this. The binary values that we

need to associate with the symbols in order to start

the symbolic processing with PAC meditation can

then be derived by thresholding the outputs of the

initial feature to symbol mapping.

At the next stage, the way of grouping and

combining the initial hypotheses in order to gain

higher abstraction levels can be supplemented by

incorporating a `weighting' notion. Thus, higher

level hypotheses are build around symbols with

the higher probability of not disappearing (i.e.

not prove to be useless) at the next stages. The

weights in this procedure can be determined in an

adaptive way according to the `correctness' of the

derived higher level hypothesis, or be de�ned as to

express a variety of external factors (e.g. cultural,

educational, nationality and other similar parame-

ters regarding the user). Of course, a combination

of both may exist, e.g. the starting values of the

weights carry information regarding these param-

eters and then a �ne-tuning process for each user

can take place. Another way for combining the

hypotheses at each stage is by using equivalence

relations between them. These relations can also

be based in the same external factors or set in an

adaptive manner or both. The basic principle in

the process of forming the higher level hypotheses

is that no information waste occurs and hypothe-

ses are as generic and representative as possible.

Thus, characteristics that prove equivalent would

not be preferred as the components of a new hy-

pothesis due to the potential loss of information

compared to the case that these characteristics

were distributed in di�erent hypotheses.

A block diagram of the operation of the sys-

tem as described above is given in �gure 2. In

that, we see that the audio and video signal is

initially subjected to a signal to feature mapping.

The extracted features are then combined in or-

der to de�ne an initial description of what is hap-

pening using low level symbolic terms. Applying

a threshold function we can then derive a more

discrete description and use it in order to build

the hypotheses regarding the ways that these ba-

sic symbols are related in each emotional state. It

must be noted that up to the initial symbols' level

the system can be `pre-trained'. Thus, the activa-

tion levels of the output nodes of this stage will be

related to the `elementary facts' they represent.

The issues that have to be considered at this

point, especially when a correct set of hypotheses

cannot be build, are the following: (i) the exam-

ples that we use in order to build the hypotheses

might not be of the same `sharpness' level. That

is, the activation levels of the corresponding units

may not be very close to 0 or 1 but somewhere in

the middle, (ii) the activation space of these units

might not be divided in two areas of 0 and 1 only

but more than two areas, not necessarily consec-

utive, may correspond to an interpretation as 0

or 1. This could be an indication that more sym-

bols to represent the basic facts about the external

environment are needed. Alternatively, we can al-

low these symbols to self-adjust their meaning in
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Figure 2: Block diagram of the system.

accordance to the concept that we are trying to

learn, (iii) the strategy that we are following in or-

der to build the hypotheses might not be correct

and a �ne-tuning process, as mentioned earlier,

must take place.

These issues and their interrelations have to

be further investigated at this stage. The level

at which we can rely on a speci�c example, the

existence of `grey areas' in the concepts space and

the priority of the error propagation when a hy-

pothesis is not correct are the current subjects of

examination.

5 Summary

A brief presentation of the PAC learning notion,

the PAC meditation model and the issues regard-

ing the construction of a hybrid system which

can be applied to the emotion recognition prob-

lem were given in this paper. As it was shown in

[6], a hierarchical approach where simple hypothe-

ses are �rst drawn from the sample data and then

they are used in order to de�ne more abstract hy-

potheses can help reducing the complexity of the

learning problem. Combining this approach with

a subsymbolic processing stage in order to create

a low dimensional and adaptable interpretation of

elementary facts about the external environment

and allowing a exibility at the strategies followed

in order to build hypotheses at a symbolic level

can then be the basis for an e�ective hybrid sys-

tem where transitions from the subsymbolic to the

symbolic level and backwards in order to �ne-tune

both stages exists.
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