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Abstract: This paper considers the design and implementation of robust controllers
for an Interacting Tank System (ITS) pilot-scale plant. The design aims at achieving
good track-following performance for level and ow-rate control, despite changes in
setpoint and/or operational conditions. It is presented a standard H1 design (mixed
sensitivity) and two designs for the uncertain system: one for parametric uncertainties
and the other for nonparametric uncertainties.
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1 Introduction

The question of controlling uncertain systems

has received considerable attention in the last
ten years. Depending on the structure and
type of the uncertainties present in the sys-
tem, various frameworks have been considered,
namely, robust H1 control (e.g. [4, 11, 14]),
LMI (e.g. [5]), gain-scheduling (e.g. [10]), non-
linear H1 control (e.g. [13]). In the present
work, we investigate a speci�c problem of ro-
bustness: the design of a controller capable
of coping with uncertainties that appear on
a real plant when the operating point varies
around an equilibrium point (at which the cor-
responding linear system is calculated). In this
case we have the so-called parameter depen-

dent system. One way to deal with parameter-
dependent systems for linearizedmodels is within
the standardH1 framework with norm-bounded
uncertainties. For this, we �nd a nominal plant
model and evaluate the e�ects of the perturba-
tions. Depending on the uncertainty formula-
tion chosen, either the standard H1 design [4]

or the �-synthesis [8] can then be used.
With an experimental motivation in mind,

we implemented three di�erent controllers for a
plant which exhibits industrial characteristics.
Questions about the uncertainty formulation,
time response, choice of weighting functions
(which specify the desired closed loop perfor-
mance and stability margins), and the di�er-
ence in performance among the controllers are
investigated.

2 Notation and Preliminary Con-

cepts

The notation adopted here is standard in the
H1 framework. A family or a set of plants,
G(s), has its nominal value expressed as G0(s).
The (suboptimal) H1 controller, K(s) is the
one that gives a closed loop matrix that satis-
�es:

jjFl(P0;K)jj1 � ; (1)

where jj:jj1 is the H1 norm, Fl represents
the lower FLT of Po and K, and  is some



positive real number and P0(s) is the gener-
alized matrix, which corresponds to G0 plus
the associated weighting matrices. Generally,
the closed loop functions of interested is the
sensitivity function (or matrix), S(s) = (I +
G0(s)K(s))�1 and the complementary sensi-

tivity function (or matrix), T (s) = I � S(s).
The synthesis of the H1 controller can be

accomplished from the so-called method of the
S=KS=T mixed sensitivity problem [2, 7, 11]
where the generalized matrix is created from
the nominal plant model, G0, and from three
weighting functions (or matrices). This is a
standard H1 problem, whose objective is to
�nd a K(s) that satis�es:
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W1(s)S(s)
W2K(s)S(s)
W3T (s)

�������
�������
1

� ; (2)

where the Wi (i = 1; 2; 3) are the weighting
functions associated with the error, the control
signal and the plant output, respectively.

It is well known that, in the S=KS=T prob-
lem, the resulting controller cancels the stable
poles of the nominal plant [9]. In order to avoid
this (undesirable) pole-zero cancelation, it is
usuall to adopt a variation of the S=KS=T -
scheme known as the GS=T -scheme [3, 12]. In
this approach, two inputs, v and r, and two
outputs, z1 = y and z2 = W2u, are consid-
ered (see �gure 1). As in the S=KS=T -scheme,
there are three weighting functions, Wr, Wv

and W2.
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Figure 1: Block Diagram of the GS/T-sheme

(standard).

For systems that are modeled as a \fam-
ily" of plants representing the nominal plant
plus an uncertainty block, the resulting prob-
lem is a non-standard H1 problem [11]. One
way of representing the uncertainty is by means
of the nonparametric output multiplicative rep-

resentation, in which

G(s) = G0(s)(I +�(s)Wod(s)) (3)

where �(s) is any matrix such that jj�jj1 � 1
and Wod(s) is a diagonal matrix that repre-
sents the weights of the uncertainties as func-
tion of frequency. Other type of uncertainty
representation is the structured parametric rep-
resentation [14, 11]. For systems that can be
expressed as P (s) = Fu(P0;�), where Fu is
the upper FLT and � is a matrix such that
jj�jj � , the small gain theorem states that,
if jjTzwjj1 � 1=, then the closed loop system
is stable for plants in the set Fu(P;�) [14].

2.1 Nonparametric Model Represen-

tation

The system we deal with can be represented by
the following state space equations whose coe-
�cients are functions of a parameter �, which
in turn depends on the the states x(t) and the
control signal, u(t), that is, � = f(x; u).

_x = A(�)x+B(�)u (4)

y = C(�)x+D(�)u: (5)

The nominal model is de�ned for a speci�c � =
�0. �0 is the set of parameter values related to
x0 and u0, i.e., the values of the states and
control signal around which the linearization
is done.

As we are interested in making the design
in the frequency domain, we start by de�ning
the 2 � 2 transfer matrix for the nominal sys-
tem, i. e.,

G0(s) =

"
g110 (s) g120 (s)
g210 (s) g220 (s)

#
: (6)

We are looking for a family of plants given by
the nonparametric (multiplicative) output un-
certainty model, as given in equation (3).

A 2 � 2 uncertainty system is thus repre-
sented as:

y1 = g110 (1 + w11
o (s)�1)u1 + (7)

+g120 (1 + w12
o (s)�2)u2

y2 = g210 (1 + w21
o (s)�3)u1 + (8)

+g120 (1 + w22
o (s)�4)u2:



Since j�j � 1, the maximum and minimum
gain values of each (nominal) transfer function,
gij(s), are determined from the relations:

gijmax = g
ij
0 (1 + wij

o ) (9)

g
ij
min = g

ij
0 (1� wij

o ): (10)

On solving the system equations (9) and
(10) for the functions wij , we get:

wij
o =

gijmax � g
ij
min

g
ij
max + g

ij
min

; (11)

With the functions wij
o (i; j = 1; 2) we de�ne

the matrix Wo(s):

Wo(s) =

"
w11
o (s) w12

o (s)
w21
o (s) w22

o (s)

#
; (12)

which will be diagonalized to de�ne the model
uncertainty as in (3).

3 The Interacting Tanks Sys-

tem

The experimental runs have been performed
on a pilot-scale Interacting Tank System, ITS
[6] (see �gure 2). The ITS is composed of
a 700l reservoir (TQ-01) and two 300l pas-
sively interconnected tanks (TQ-02 and TQ-
03). The coupling between these two tanks
can be manually controlled by means of ow
valves FV-03 and FV-04. The basic operation
of the system consists of pumping the liquid
uid from the reservoir (TQ-01) directly to the
second tank (TQ-02). From TQ-02, the uid
ows naturally to the product tank (TQ-03).
The liquid is then pumped back to the reser-
voir by BA-02. The simultaneous control of
level and ow-rate in the third tank is accom-
plished by equal-percentage pneumatic valves,
FCV-01 and FCV-02. So, there are two ma-
nipulated variables, u1 and u2, which are the
control signals for the valves FCV-01 and FCV-
02 (not the actual valve positions), and two
outputs: y1, the level, and y2, the ow-rate
at TQ-03 outlet. The ITS has been built with
sensors and actuators as found in actual indus-
trial plants. The data acquisition system also
resembles real process control systems. A PLC

is used to interface the plant to a microcom-
puter, where the control algorithms actually
run. All the signal transmitions are accom-
plished via current loops of 4 to 20 mA.

3.1 System Modeling

The modeling of the ITS is based on the equa-
tions of the mass balance between the tanks.
The model can be expressed by the system of
equations:

8>>>><
>>>>:

dh2
dt

= qi
A
� q23

A
�
h2 = f1(u1)

ARhi

p
h1 + hb1 � hc �

f4(p)
p
h2�h3
A

dh3
dt

= � qo
A
+ q23

A
�
h3 = �f2(u2)

ARho

p
hb2 + h3 + f4(p)

p
h2�h3
A

(13)
where qi is the input ow-rate (in TQ-02), qo
is the output ow- rate (in TQ-03), q23 is the
ow-rate between TQ-02 and TQ-03, h2 is the
level of TQ-02 and h3 is the level of TQ-03.
Both TQ-02 and TQ-03 have area A. The con-
stant h1 is the (average) level of tank TQ-01
and hc corresponds to the height of the wa-
ter column that exherts pressure on BA01 (see
�gure 2). hb1 and hb2 represent the pumping
capacity of BA01 and BA02, respectively, ex-
pressed as heights of water column. The hy-
draulic resistances of the output and input are
Rho and Rhi, respectively. We consider h2 as
being the state x1 and h3 as being the state
x2. The functions f1(u1) and f2(u2) repre-
sent steady state characteristics of valves FCV-
01 and FCV-02, respectively. The function
f4(p) represents the relation between output
ow-rate and the relative aperture of the man-
ual valve FV-04. It is a constant value for
a given valve aperture (for FV-04 fully open,
f4(p) = 2:58):

The linear model is given by:

"
_x1
_x2

#
=

"
�k1 k1
k1 �k12

# "
x1
x2

#
+

"
k2 0
0 k3

# "
u1
u2

#
(14)

"
y1
y2

#
=

"
0 1
0 t1

# "
x1
x2

#
+

"
0 0
0 Ak2

# "
u1
u2

#
: (15)
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Figure 2: Schematic Diagram of the Interacting

Tanks System, ITS

where the values of k1, k2 and k3 vary with the
chosen operating point and are given by:

k1 = �
f4(p)

2A
p
x10 � x20

(16)

k2 =
1

A

@f1(u10)

@u1

����ph10 + hb1 � hc(17)

k3 = �
1

A

@f2(u20)

@u2

����px20 + hb2: (18)

k4 = �
1

2

f2(u20)

Rho

1
p
x20 + hb2

: (19)

k12 = k1 � k4: (20)

t1 =
f2(u2)

Rho

1
p
x20 + hb2

: (21)

From the previuous state space model, we
get the family of plants expressed as:

G(s) =

"
�k1k2
den

k3(s�k1)
den

�k1k2t1
den

k3t1(s�k1)�Ak3den
den

#
; (22)

where,

den = s2 � s(k1 + k12) + k1k12 � k121 :

The range of variations of the constants de�ned
for the \family of plants" is given in the sequel.

3.2 Determination of the Operating

Point and Related Constants

By considering the expected physical behav-
ior of some plant variables and from previ-
ously gathered experimental data, we de�ne
the range of variations of the above constants.
The nominal values are: u10 = 0:455, u20 =
0:582, x10 = 0:510, x20 = 0:500 and f4(100) =
2:58. For the range of possible variations, we

consider that the di�erence between the tanks
TQ02 and TQ03 level varies from 5 to 10cm,
that is, x1 � x2 change in this interval. It has
also been assumed that the control signals u1
and u2 vary, respectively, in the range of 0:2 to
1 and of 0 to 0:8. The average values of the wa-
ter level in the three tanks have been taken as
50%; the range of variation of h2 and h3 being
0 to 1. With this con�guration, the variation
of the model coe�cients are in the range:

�1:129 � 10�2 � k1 � �7:985 � 10�3

3:20 � 10�3 � k2 � 6:12 � 10�3

�1:131 � 10�2 � k12 � �7:995 � 10�3

5:045 � 10�4 � k3 � 9:433 � 10�4

�2:216 � 10�5 � k4 � �9:984 � 10�6

3:614 � 10�7 � t1 � 8:023 � 10�7:

3.3 The Nonparametric Model for the

ITS

As shown in equations (9) and (10), the values
of the entries of Wo are functions of the g

ij
max

and g
ij
min. Equation (11) gives the entries of

Wo(s) whose frequency responses are depicted
in �gure 3.
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Figure 3: Frequency response of entries of Wo(s)

In order to represent the uncertainty sys-
tem as in the equation (3), we de�ne

Wod =

"
w11
o 0
0 w21

o

#
: (23)

that is, the entries ofWod are determined from
the frequency response of Wo so as to encom-
pass the worst-case dynamics (see �gure 3).



3.4 The Parametric Model for the

ITS

To derive the parametric model, it is only nec-
essary to determine the range of the relevant
parameter variation. The linear system is then
represented by (7) and (8). The structured ma-
trix � is composed of the previously de�ned
uncertainties. Considering the range of varia-
tions of k1,k2,k12,k3,k4 and k1 (given before),
the �nal parametric uncertainty model results
in:

G(s) = Fl(G0(s);�(s)); (24)

where �(s) is an 6�6 matrix such as jj�jj1 �
1.

4 Problem Formulation

Our objetive is design three di�erent controllers
for the ITS plant and compare their perfor-
mance, robustness properties and time responses.
The implemented controllers are: i) a H1 con-
troller designed by the mixed sensitivity ap-
proach (K1 controller); ii) a �- controller for
the parametric uncertainty model (K�1 con-
troller), and iii) a �-controller for the paramet-
ric uncertainty model (K�2 controller). In the
�rst design, the K1 controller, we have used
the standard GS=T -scheme (see �gure 1). In
the other two designs,K�1 andK�2 controllers,
the con�gurations given in �gures 4 and 5 have
been respectively used.
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Figure 4: GS/T-scheme with parametric uncer-

tainties using for the K�1 design.

5 Controller Design

Each design is based on the corresponding rep-
resentation of the uncertainties and of the weight-
ing functions. The matrices Wv, W2 and Wr

G0

∆

+
+

Wo

K

W2

Wv

Wr
r

v

+
+

+

z2

y=z1

-

Figure 5: GS/T-scheme with nonparametric un-

certainties using for the K�2 design

have been found after some trial-and-error pro-
cedure, using the rules given in [7] and [11].
In all cases, the design has been accomplished
with the aid of �-Analysis and Synthesis Tool-
box [1] for Matlab. The generalized plant has
been determined from the values for G0, the
chosen weighting functions and Wo. In the de-
sign of the K1 controller, the controller has
been derived using the -interation [1, 11]. In
the other two designs, we have made use of
the D �K iteration [1] which is a design that
involves the -interation and the �- analysis.

The resulting K1 controller has 8 states,
i.e., the order of the generalized plant. Af-
ter the D-K iteration, the K�1 controller has
ended up with 20 states. The K�2 design, on
the other hand, resulted in a controller with
14 states. Both K�1 and K�2 were reduced
to a 5-state controller using a model reduction
strategy [1], in order to simplify the computer
implementation.

6 Robustness Analysis

Figures 6 and 7 show the robust analysis rel-
ative to controller K�1 and K�2, respectively.
These �gures show the shape of the � over the
frequency range.
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The results show that the adopted uncer-
tainty formulation guarantees both robust sta-
bility and robust performance. This is so, be-
cause the �-peak is always smaller than one.

7 Experimental Results

In this section, we present some results from
experimental runs accomplished in the ITS pilot-
scale plant. In the performed tests, variations
on ow-rate and level have been purposedly
imposed (at times 1000s and 4000s).

Figure 8, 9 and 10 show the time response
pro�le for tracking-following of the level loop
for the three cases (since the ow-rate loop is
relatively easy to control, we do not present
them here).
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Figure 8: Time Response for the K1 controller

From �gure 8 we can see that the refer-
ence tracking is achieved, but with some over-
shoot. The control signal does not present
large and frequent variations, which can be
considered a advantage from the valve wear

point of view. This controller was not designed
to have a robust response, and, as it will be
seen, its control signal is smother than that of
the �-controllers.

7.2 Case 2: K�1 Controller
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Figure 9: Time Response for the K�1 controller

The time response pro�le ofK�1 controller,
given in �gure 9, can be considered as being
very good, better than that of the previous
one. It presents a faster controller with smaller
overshoot. One problem with this controller
is that the control signal oscilates with a fre-
quency greater than the �rst controller, which
results in a signi�cant valve wear. The com-
parison of these two controllers emphasizes the
required tradeo� between robustness and per-
formance. It is interesting to note the pertur-
bation occurring at t = 1000s, which is caused
by a ow-rate variation.

7.3 Case 3: K�2 Controller
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Figure 10: Time Response for K�2 controller



The performance of the third controller,
given in �gure 10, can be considered as be-
ing in the middle point between the �rst two.
It presents a signal with more variations than
that of the �rst controller and less than that of
the second one. Its time response is similar to
the one of the �rst case, with some improve-
ments on the settling time.

8 Conclusions

The objectives of this work were the imple-
mentation of a robust control in a real plant
and the investigation of the relevant issues that
arise when we work with uncertainties systems.
We have studied an uncertainty system where
we compare the parametric model with the
nonparametric one. While the robustness anal-
ysis of both K�1 and K�2 show that they are
almost the same, the real time response indi-
cate that they have important dynamic charac-
teristic diferences, such as, frequent oscilators,
overshoot and settling time, for example.

This work opens a wide range of possibil-
ities for study related to the H1 design, such
as, the choice of the order of the controller and
the problem of uncertainty representations, all
of them motivated by real control problems.
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