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Abstract: The paper shortly describes an algorithm of backward constructions for linear di�erential

games with geometric constraints on controls, �xed terminal time and convex terminal payo� function

that depends on two components of the phase vector. The algorithm is based on ideas of the dynamic

programming. Numerical simulation results are illustrated on the Pontryagin's test example.
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1 Introduction

Ideas of the backward constructions of the dy-

namic programming method are widely applied in

the theory of di�erential games [1, 2, 3, 4, 5]. Con-

temporary computational capabilities permit to

elaborate e�ective systems for solving some classes

of di�erential games and for investigation of solu-

tion dependence on parameters of a game problem.

In the paper, results of constructing the level

sets of the value function are represented. Those

are built by means of the backward construction.

For games with �xed terminal time and convex

terminal payo� function, the backward construc-

tions schematically look as follows. A level set

Mc (a Lebesgue set) of the payo� function is

taken. A time step � of is de�ned. Making the

step � back of the terminal time T , we �nd the

set Wc(T ��) of all such points of the phase space

for each of those, under arbitrary admissible con-

trol of the second player, an admissible control of

the �rst player can be found that carries the system

into the set Mc. Such order of choosing the play-

ers' controls in accordance with the Fleming termi-

nology [2] corresponds to the minorant game, and

in accordance with the Krasovskii and Subbotin

terminology [4] corresponds to the concept of the

u-stability. Having constructed the setWc(T��),

we pass to constructing the set Wc(T � 2�), and

further toWc(T�3�) and so on. The rule ensuring

the pass from the set Wc(ti) to the set Wc(ti ��)

re
ects the essence of the backward construction.

It can be described in terms of procedures for union

and intersection of sets [3, 4, 6, 7].

In the Institute of Mathematics and Mechanics

(Ekaterinburg, Russia), the algorithms and pro-

grams were elaborated [8, 9, 10, 11, 12, 13] that re-

alize such rule for di�erential games of su�ciently

general types. But it is necessary to note that for

di�erential games with nonlinear dynamics men-

tioned algorithms are very complicated even in

problems of low dimension.

In the papers [3, 7], it was noted that the rule

of the back pass can be signi�cantly simpli�ed

for games with linear dynamics and convex payo�

function. Under such conditions, the sets Wc(ti)

are convex, and the rule of the pass can be re-

duced to construction of the convex hull of some

positively-homogeneous function. For linear dif-

ferential games, algorithms based on this fact were

elaborated in 80's [11, 14, 15]. It was remarked

that for constructing the convex hull, one can use

the information about places of possible violations

of the local convexity of the positively-ho-

mogeneous function to be convexed. Most e�ec-



tively it can be done when the phase space, where

the sets Wc(ti) are built, has the dimension equal

to 2. Elaborated earlier software package was re-

cently upgraded and supplemented with new pro-

grams. Its good performance and specially elabo-

rated tools of visualization permit to calculate and

qualitatively analyze level sets of the value func-

tion of rather complicated structure.

We consider a linear antagonistic di�erential

game

_x = A(t)x+B(t)u+ C(t)v;

x 2 Rn; u 2 P; v 2 Q; '(xi(T ); xj(T ))
(1)

with �xed terminal time T and convex payo� func-

tion ', which depends on two coordinates xi; xj of

the phase vector. The �rst (second) player governs

the control u (v) choosing it from the convex com-

pact P (Q) and minimizes (maximizes) the value

of the function ' at the instant T .

It is known that the substitution y(t) =

Xi;j(T; t)x(t) whereXi;j(T; t) is a matrix combined

of two rows of the fundamental Cauchy matrix,

provides the transformation to the equivalent dif-

ferential game of the second order.

So, the original dynamics (1) can have a high

order, but the equivalent game has the order equal

to 2. Such reduction to small dimension permits

to calculate practical problems with mechanical

meanings. The following scheme is available: lin-

earization of the original nonlinear problem, �xa-

tion of the terminal time of the game, determina-

tion of the payo� function depending on two coor-

dinates of the phase vector at the terminal instant,

�nding the level sets of the value function for the

obtained equivalent di�erential game, constructing

the optimal strategies on the base of the collection

of the value function level sets, application of the

optimal strategies in the original nonlinear prob-

lem. Such scheme was used in the works [16, 17].

2 Backward constructing level sets of

the value function

Assume that the transfer from the game (1) with

the payo� function ' depending on two coordi-

nates of the phase vector to the equivalent game

_y = D(t)u+E(t)v;

y 2 R2; '(y(T )); u 2 P; v 2 Q;

D(t) = Xi;j(T; t)B(t); E(t) = Xi;j(T; t)C(t)

(2)

is already done. Let on the interval [0; T ] the se-

quence of instants ti : tN = T; : : : ; ti = ti+1 �

�; : : : ; t0 = 0 dividing the interval with the step �

is given. The interest is to �nd the time sections

Wc(ti) = fy 2 R2 : V (ti; y) 6 cg of the level set

Wc = f(t; y) 2 [0; T ] � R2 : V (t; y) 6 cg of the

value function V for the given value of the para-

meter c.

Replace the dynamics (2) by the piecewise-

constant dynamics

_y = D(t)u+E(t)v;

D(t) = D(ti); E(t) = E(ti); t 2 [ti; ti+1):
(3)

Instead of the sets P and Q, let us consider

their polyhedral approximations P; Q. Let '̂ be

the approximating payo� function. For any c, its

level set Mc = fy : '̂(y) 6 cg is a convex polygon

close to Mc = fy : '(y) 6 cg.

The approximating game (3) is taken so that,

for each step [ti; ti+1) of the backward procedure,

we deal with the game with simple motions [1],

polyhedral convex control constraints and the con-

vex polygonal target set. On the base ofWc(tN ) =

Mc the game solvability setWc(tN�1) can be com-

puted. Further, starting from Wc(tN�1), the set

Wc(tN�2) can be built, and so on. As a result, the

collection of convex polygons is obtained, which

approximate sectionsWc(ti) of the the level setWc

of the value function in the game (2) in the Haus-

dorf metric.

Let P(ti) = D(ti)P; Q(ti) = E(ti)Q. The

support function l ! �(l;Wc(ti)) of the polygon

Wc(ti) is [7] the convex hull of the function


(l; ti) = �(l;Wc(ti+1)) +

��(l;�P(ti))���(l;Q(ti)):

The function 
(�; ti) is positively-homogeneous and

piecewise-linear. The property of local convexity of

the function 
 can be violated only at the bound-

ary of the linearity cones of the function �(�;Q(ti)),

i.e. at the boundary of the cones generated by the

normals to the edges of the polygon Q(ti), which

have the common vertex.

Multi-step process of convexing begins with

checking the local convexity of the function 
 near

the mentioned normals of the polygon Q(ti). If

the local convexity is violated, the function should



be corrected. After �nite number of corrections,

we obtain the convex hull. In the algorithm,

the ordering of the vectors, which determine the

piecewise-linear structure of the function 
, is used

essentially.

3 The Pontryagin's test example

Let the dynamics of the �rst and second players is

described by the di�erential equations

�x+ a _x+ bx = u;

�y + c _y + dy = v; (4)

x; y 2 R2; u 2 P; v 2 Q;

'(x(T ); y(T )) = jjx(T )� y(T )jj:

Here x is a geometric position of the �rst player,

y is that of the second player, u and v are play-

ers' controls, P and Q are convex compacts in

the plane. The payo� function ' is the Euclidean

distance between the players at the terminal in-

stant T . The game of the type (4) is known as

\the Pontryagin's test example" [18]. If the sets

P and Q are circles, then for some variants of

the dynamic coe�cients, the value function can be

described in the explicit form [18, 19]. In general

case, it is impossible.

Change of variables8><
>:
z1 = x� y

z2 = _x� _y

z3 = y

z4 = _y zi 2 R2

(5)

ensures the pass to the dynamics of the

type (1) with the payo� '(z(T )) = jjz1(T )jj =p
z2
11
(T ) + z2

12
(T ).

Problem 1. Let a = 2, b = 0, c = 0:2, d = 1.

In this case, the �rst player controls the motion

of the material point in the plane, and the second

player governs the two-dimensional mathematical

pendulum. In both dynamics, a friction depend-

ing on the velocity is present. Suppose that the

sets P and Q are ellipses, which are given by the

following formulae:

P =

�
u

��� uT
�
0:8 0

0 0:4

�
u 6 1

�
;

Q =

�
v

��� vT
�
1:5 0

0 1:05

�
v 6 1

�
:

a)

b)

Fig. 1: Problem 1. The elliptical vectogram tubes

for the �rst (1) and second (2) players: a) general

view; b) zoomed fragment, side-view

In Figure 1a), the vectograms P(t) =

D(t)P and Q(t) = E(t)Q of the �rst and second

players are shown in the backward time in the coor-

dinates of the equivalent game. The axis � = T � t

of the backward time goes from the right to the

left. Because of the oscillatory dynamics of the

second player, the character of the \advantage" of

one player over the another changes in time. For

the initial instants of the backward time, we have

full advantage of the second player, but for su�-

ciently large � , the �rst player obtains the com-

plete advantage. The zoomed fragment of these

sets (side-view sight) is given in Figure 1b).

In Figure 2, the level set Wc for c = 2:45098 is

represented in coordinates of the equivalent game.

This set has �nite length in time. Before the in-

stant of the break, orientation of the \stretching"

is changed. Namely, till the last \throat", the sec-

tions are stretched vertically, but after it, their ori-

entation becomes horizontal. It happens because

of delicate interaction of the vectograms P and Q.

Detection of such phenomena has demanded some

e�orts. Existence of such e�ects in other problems



Fig. 2: Problem 1. A broken level set of the value

function, c = 2:45098

had been detected by analytically in the paper [20].

For calculating such phenomena in numerical sim-

ulations, rather exact computation is necessary.

Fig. 3: Problem 1. The value function level set

with a narrow \throat", c = 2:45100

When c is increased a little, the level set Wc

increases by a burst. Such set for c = 2:45100

is shown in Figure 3. Figure 4 contains zoomed

outlook of the set Wc near the thin \throat".

For su�ciently large c, the structure of the level

sets is simpli�ed. In Figure 5, the level set for

c = 3:87300 is shown.

Problem 2. Let us show how the structure of the

level sets changes, when the set Q changes from

the ellipse to a rectangle. The coe�cients of the

system (4) are the same: a = 2, b = 0, c = 0:2,

d = 1. The set P is retained as the ellipse

P =

�
u

��� uT
�
0:8 0

0 0:4

�
u 6 1

�
:

Fig. 4: Problem 1. Zoomed fragment with the

\throat", c = 2:45100

Fig. 5: Problem 1. The level set of the value func-

tion for c = 3:87300

The set Q = [�1:5; 1:5] � [�1:05; 1:05] is a rect-

angle circumscribed round the ellipse Q from the

Problem 1.

In Figure 6, the vectograms P(t) and Q(t)

unrolled in time are represented. In Figures 7

and 8, the level sets Wc of the value function for

c = 4:58258 and c = 4:60435 are shown in the

situation similar to one in Figures 2 and 3.

Figure 9 clari�es the work of the procedure

for construction the convex hull of the positively-

homogeneous function 
(�; ti) when the support

function �(�;Wc(ti)) of the next section Wc(ti) is

constructed. The level lines of the function 
(�; ti)

and the level lines of the resultant support function

are shown. The function 
(�; ti) has four directions



Fig. 6: Problem 2. Vectogram tubes for the

�rst (1) and second (2) players

Fig. 7: Problem 2. The broken level set of the

value function, c = 4:58258

of violation of the local convexity. For building the

convex hull, the correction of the function 
(�; ti)

begins with namely these directions. The picture

is made at the instant ti = 8 (�i = T � ti = 12).

The examples were calculated in the interval

of the backward time � = [0; 20] with the step

� = 0:05. The level set of the value function and

the ellipses of constraints on the players controls

were approximated by polygons with 100 vertices.

The pictures of the level sets were obtained by

means of special visualization program elaborated

by V.L.Averbukh and D.A.Yurtaev, scienti�c re-

searchers of the Department of System Software of

the Institute of Mathematics and Mechanics.

Fig. 8: Problem 2. The value function level set

with a \throat", c = 4:60435

Fig. 9: Problem 2. Level contours of the func-

tion 
(�; ti) and its convex hull �(�;Wc(ti)), ti = 8

4 Conclusion

The level sets of the value function can have

very complicated structure even in linear di�er-

ential games with �xed terminal time. In the pa-

per, the examples of such sets are represented for

the well-known di�erential game \the Pontryagin's

test example". The algorithm for constructing the

level sets is shortly described. The algorithm can

be regarded as a realization of the dynamic pro-

gramming method in application to the concrete

class of the di�erential games.

5 Acknowledgement

This research was supported by the Russian

Foundation for Basic Researches under Grant

No. 97-01-00458.



References:

[1] R.Isaacs, Di�erential games, John Wiley and

Sons, New York, 1965.

[2] W.H.Fleming, The convergence problem for

di�erential games, J. Math. Anal. Appl.,

No. 3, 1961, pp. 102 { 116.

[3] L.S.Pontryagin, Linear di�erential games. 2,

Soviet Math. Dokl., Vol. 8, 1967,

pp. 910 { 912.

[4] N.N.Krasovskii and A.I.Subbotin, Game-

theoretical control problems, Springer-Verlag,

New York, 1988.

[5] B.N.Pschenichnyi, The structure of di�eren-

tial games, Soviet Math. Dokl., Vol. 10, 1969,

pp. 70 { 72.

[6] N.N.Krasovskii, Game problems abou contact

of motions, Nauka, Moscow, 1970 (in Rus-

sian).

[7] B.N.Pschenichnyi and M.I.Sagaidak, Di�eren-

tial games of prescribed duration, Cybernet-

ics, Vol. 6, No. 2, 1970, pp. 72 { 83.

[8] V.N.Ushakov, On the problem of construct-

ing stable bridges in a di�erential game of ap-

proach and avoidance, Engineering Cybernet-

ics, Vol. 18, No. 4, 1981, pp. 16 { 23.

[9] V.N.Ushakov, Construcion of solutions in dif-

ferential games of pursuit-evasion, Lecture

Notes in Nonlinear Analysis, Vol. 2 \Dif-

ferential Inclusions and Optimal Control",

Nicholas Copernicus University, Torun, 1998,

pp. 269 { 281.

[10] V.A.Ivanov, M.A.Taras'ev, V.N.Ushakov and

A.P.Khripunov, The toreador problem, J.

Appl. Math. Mech., Vol. 57, No. 3, 1993,

pp. 419 { 425.

[11] A.I.Subbotin and V.S.Patsko (Eds.), Algo-

rithms and programs for solving linear dif-

ferential games, Institute of Mathematics and

Mechanics, Sverdlovsk, 1984 (in Russian).

[12] N.D.Botkin and E.A.Ryazantseva, An algo-

rithm of constructing the solvability set for

linear di�erential games of high dimension,

Trudy Inst. Mat. i Mekh., Ekaterinburg,

Vol. 2, 1992, pp. 128 { 134 (in Russian).

[13] A.M.Taras'ev, A.A.Uspenskii and

V.N.Ushakov, Approximate constructing

the positional absorption set for a linear

problem of approach with a convex target

in R3, Control in Dynamic Systems, Ural

Scienti�c Center of the Russia Academy

of Sciences, Sverdlovsk, 1990, pp. 93 { 100

(in Russian).

[14] M.A.Zarkh and A.G.Ivanov, Construction of

the value function in the linear di�erential

game with the �xed terminal time, Trudy

Inst. Mat. i Mekh., Ekaterinburg, Vol. 2, 1992,

pp. 140 { 155 (in Russian).

[15] M.A.Zarkh and V.S.Patsko, Numerical solu-

tion of a third-order directed game, Soviet

J. Comput. Systems Sci., Vol. 26, No. 4, 1988,

pp. 92 { 99.

[16] J.Shinar, M.Medinah and M.Biton, Singular

surfaces in a linear pursuit-evasion game with

elliptical vectograms, Journal of Optimization

Theory and Applications, Vol. 43, No. 3, 1984,

pp. 431 { 456.

[17] V.S.Patsko, N.D.Botkin, V.M.Kein,

V.L.Turova and M.A.Zarkh, Control of

an aircraft landing in windshear, Journal

of Optimization Theory and Applications,

Vol. 83, No. 2, 1994, pp. 237 { 267.

[18] L.S.Pontryagin, On the theory of di�eren-

tial games, Russian Mathematical Surveys,

Vol. 21, No. 4, 1966, pp. 193 { 246.

[19] A.A.Chicrii, Con
ict controlled processes,

Kiev, Naukova dumka, 1992 (in Russian).

[20] J.Shinar and M.Zarkh, Pursuit of a faster

evader { a linear game with elliptical vec-

tograms, Proceedings of the Seventh Interna-

tional Symposium on Dynamic Games, Yoko-

suka, Japan, Dec. 1996, pp. 855 { 868.


