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Abstract: In this paper we present a new extended evolutionary algorithm for solving the optimal
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1 Introduction

The algorithms based on the principles of the natu-

ral evolution have been applied successfully to a set

of problems of numerical optimization. With good

degree of parallelism and stochastic characteristics,

they are adequate to solve complicated problems of

optimization, such as those found in reactive opti-

mization, distribution systems planning, expansion

of transmission systems etc. [1]-[12].

The evolution-based algorithm are referred with

the common term \Evolutionary Computation".

There are three main approaches where the major-

ity of current implementations are classi�ed:

� Genetic Algorithms (GA's);

� Evolution Strategies (ES's);

� Evolutionary Programming (EP).

Each of these main stream algorithms have

clearly demonstrated their capability to yield good

approximate solutions even in case of complicated

multimodal, discontinuous, non-di�erentiable, and

even noisy or moving response surfaces of optimiza-

tion problems [13] [20]. In these approaches, a pop-

ulation of individuals is initialized and then evolves

into a search space, throughout a stochastic process

of selection, mutation, and in some cases, recombi-

nation. However, these methods di�er in terms of

representation, operators and selection process.

Lai and Ma [3] have presented a modi�ed evolu-

tionary programming to solve the reactive power

dispatch, obtaining good results. Other authors

[10] [12] have applied the same algorithm for other

power system problems, reporting results using

IEEE14 and IEEE30 systems. A simpli�ed evolu-

tion strategy has been used in [12] and compared

with genetic algorithms and Lai and Ma algorithm.

More recently, a proposal quite similar to [3] has

been presented [14]. In spite of these e�orts, evolu-

tionary techniques have not yet been explored com-

pletely for power system applications.

In this work, an evolution strategy-based ap-

proach has been proposed and compared with a

state-of-art algorithm. The self-adaptation of pa-

rameters is controlled by dynamic limits and no re-

combination is performed. Due the probabilistic

nature of the evolutionary algorithms, a compara-

tive statistical analysis has been performed. The

approach has been tested using the IEEE57 sys-

tem, achieving feasible solution with losses reduc-

tion with probability 1.

This article is organized as follow. First, a

brief review of problem formulation is presented.

Secondly, evolutionary programming and evolution



strategies are reviewed. Next, the extended algo-

rithm are presented. Finally, validation tests with

comparative analysis are performed and relevant

conclusions are presented.

2 Optimal Reactive Power Dis-

patch

The goal of optimal reactive power dispatch is to

minimize real power losses and improve voltage pro-

�le by setting generator bus voltages, VAR compen-

sators and transformer taps. These problem can be

written in a form penalized as follow:

Min f = f` + fp (1)

s. t.:

P d
i � Pi(V; �) = 0; i 2 NB�1 (2)

Qd
i �Qi(V; �) = 0; i 2 NPQ (3)

with

fp =
X

i2NPV

�qi(Qgi�Ql
gi
)2+

X
i2NPQ

�vi(Vi�V l
i )

2 (4)

where: f`: represents the system losses; NB, NB�1:

represent the system nodes set, and the system

nodes set excluding the slack bus, respectively.

NPQ, NPV : represent the PQ-buses and PV-buses

set, respectively. (2)-(3) represent the load ow

equations. The generator bus voltages and the

transformer tap-settings are control variables. �qi
and �vi are penalty factors for reactive power viola-

tions and voltage violations, respectively. Ql
gi
and

V l
i represent the violated limits. P d

i - Qd
i represent

the active and reactive power demand at node i,

respectively. Penalty parameters are chosen empir-

ically in accord with experience and the particular

application.

3 Evolutionary Programming

The original Evolutionary Programming (EP) was

introduced by L. Fogel in 1962 [15] and extended by

Burgin, Atmar e Fogel, recently [16]. The goal of

evolutionary programming is to achieve intelligent

behavior through simulated evolution. While the

original evolutionary programming was proposed to

operate on �nite machines and the corresponding

discrete representations, most of present variants

are utilized for continuous parameter optimization

problems.

More recently, the technique has been extended

and applied to diverse real-valued continuous op-

timization problems. Rather than use �nite state

machines, representations are chosen based on the

problem at hand and mutation is the main oper-

ator used in generating new trials. The last ver-

sion, called meta-EP incorporates parameter self-

adaptation per individual quite similar to ES's.

Evolutionary programming was generalized by

Fogel [17] to handle numerical optimization prob-

lems. In this approach, each component of candi-

date solution is viewed as a behavioral trait rather

than a gene. The resulting change in each behav-

ioral trait will follow a Gaussian distribution with

zero mean and some standard deviation. The stan-

dard EP algorithm has the following structure:

t := 0

1. An initial population P (t) with � individuals

is selected at random from a feasible region:

P (t) := f x1(t); :::; x�(t) g 2 I�, where I = Rn

2. Calculate the �tness values �(xi) from objec-

tive function values (fi) by scaling them to pos-

itive values (function �) and possibly by impos-

ing some random alteration �i:

P (0) : f�(x1(t)); :::;�(x�(t))g
where:

�(xk(i)) = � (f(xk(i)); �i)

while termination criterion not ful�lled do

3. mutate: x0k(t) := mfxk(t) 8k 2 f1; :::; �gg;

4. evaluate P 0(t) := fx01(t); :::; x0�(t)g:
f�(x01(t)); ::;�(x0�(t))g

5. select: P (t + 1) := Sq(P (t) [ P 0(t));

t := t + 1

end do

On step 3, an o�spring vector x
0

i is created from

each parent xi by adding a gaussian perturbation

with mean zero and a standard deviation to each

component of vector xi, as follow:

x0i = xi + �iNi(0; 1); 8i 2 1; :::::; n (5)

where:

�i =
q
�i�(s) + zi (6)



n: number of control variables; �i is a mutation

scale parameter, with 0 < � < 1; �i is the stan-

dard deviation for each individual's mutation; zi
represents an o�set; N(0; 1) represents a gaussian

random variable with mean zero and variance one.

In step 5, the population is formed, temporarily,

by parents and o�spring. The selection mechanism

Sq reduces the set of parents and o�spring individu-

als to a set of � parents by performing a tournament

as follow:

Each individual xi, i = 1; :::; 2� (combined popu-

lation) must compete with other individuals to get

their chance to be transcribed for the next genera-

tion (optionally, a subgroup of k individuals can be

preserved for the next generation, not participat-

ing in the competition). A value wi is associated in

accordance with the competition, thus:

wi =

qX
t=1

w�

t (7)

where q is the number of competitions ; w�

t is

either 0 (loss) or 1 (win) as individual xi competes

with a randomly selected individual xr selected of

combined population. Thus, w�
t is de�ned as:

w�

t =

(
1 if Ul < fr=(fr + fi)

0 otherwise

where fr is the �tness of randomly selected indi-

vidual xr and fi is the �tness of xi.

The value Ul is determined from a uniformly dis-

tributed set U(0; 1).

The individuals i = 1; :::; 2� are ranked in de-

scending order of de rank values wi and the � indi-

viduals having the highest ranks wi are selected to

form the next population.

Lai and Ma EP Algorithm (LM ) [10]

An extension of canonical EP algorithm widely

used in the power system literature has been pro-

posed by Lai and Ma [10] They have introduced the

following modi�cation for mutation expression (5):

x0i = xi +Ni(0; �k
fi

fmax

�xj); 8i 2 1; :::; n (8)

with 0 < �k � 1 and �xj = xjmax � xjmin

Additionally:

�k =

8>>><
>>>:

�init if k = 0

�k�1 � �step if fmin(k) � fmin(k � 1)

�k�1 if fmin(k) < fmin(k � 1)

�final if �k�1 � �step < �final

where �init is near to 1, �final � 5:10�3 and

�step 2 [10�3 ; 10�2].

Thus, the mutation scale is modi�ed during the

process and in this way, prevents that the search

process stops in a local minimum. Soon, the search

process starts with high scale values, these will de-

crease during the process. The speed of scale de-

creasing of an individual depends on its �tness, in

such a way that the lesser it is, the faster the scale

diminishes. Another added modi�cation states that

the variable can not exceed their limits, the last

been given by the limit value. Good results have

been reported by the authors using the IEEE30 bus

system.

4 Evolution Strategies (ES)

Evolution Strategies (ES's) were developed in 1960

by Rechemberg and Schwefel in Germany and ex-

tended by other authors, such as Rudolph and

Herdy. The �rst evolution strategies focused on a

single-parent o�spring search [18]. In this model,

termed (1+1)-ES, a single o�spring is created for a

single parent and both are placed in competition for

survival with selection discarding the poorer solu-

tion. Rechemberg proposed in 1973 the use of mul-

tiple parent but only a single o�spring (�+1)-ES.

More recently, two approaches have been explored,

denoted by (� + �)-ES and (�; �)-ES [19]. In the

former, � parents generate � o�spring and all solu-

tions compete for survival with the best � individu-

als being selected as parents of the next generation.

In the latter, only � o�spring compete for survival

and the � parents are completely replaced in each

generation. Then, the life of individual is limited

to a single generation.

The process of ES is described in [19]. The fol-

lowing pseudocode algorithm summarizes the com-

ponents of the (� +�)-ES evolutionary algorithm,

where each individual is characterized by a pair

a = (x; �i):

t := 0

1. initialize P (t) := f a1(t); :::; a�(t) g 2 I�

where I = Rn+n

and ak = (xi; �i)8i 2 f1; ::; ng

2. evaluate P (t) : f�(a1(t)); :::;�(a�(t))g
where �(ak(t)) = f(xk(t));



while termination criterion not ful�lled do

3. recombine: a0k(t) := r(P (t)) 8k 2 f1; :::; �g;

4. mutate: a00k(t) :=mfa0k(t) 8k 2 f1; :::; �g;

5. evaluate P 0(t) := fa001(t); :::; a00�(t)g;
f�(a001(t)); ::;�(a00�(t))g

where �(ak(t)) = f(ak(t));

6. select: P (t+ 1) := Sd(P (t) [ P 0(t));

t := t + 1

end do

Search points in ES's are n-dimensional vectors

x 2 Rn, and the �tness value of an individual is

identical to its objective function value, i.e �(a) =

f(x) where x is the object variable component of a

and each individual include up to n di�erent vari-

ances �i (i 2 f1; :::; ng).
Di�erent recombination mechanisms are used in

ES's either in their usual form, producing one new

individual from two randomly selected parent indi-

viduals, or in their global form, allowing the taking

of components for one new individual from poten-

tially all individuals available in the parent popula-

tion. Furthermore, recombination is performed on

strategy parameters as well as on the object vari-

ables, and the recombination operator may be dif-

ferent for object variables and standard deviations.

The mutation operator m : I ! I (where I =

Rn+n) yields a mutated individual m(~a) = (~x0; ~�0),

by �rst mutating the standard deviations and them

mutating the object variables as follow:

�0i = �iexp(�
0N(0; 1)+ �Ni(0; 1)) (9)

x0i = xi + �0iN(0; 1) (10)

The global factor � 0N(0; 1) allows for any overall

change of the mutability, whereas �Ni(0; 1) allows

for individual changes of �i. The parameters � and

� 0 are suggested by Schewfel [21] as � = ( 4
p
4n)�1

and � 0 = (
p
2n)�1.

In constrast with EP, selection in ES's (Sd) is

completely deterministic, selecting the � best in-

dividuals from the union of parents and o�spring

((� + �)-selection). The selection is elitist and

therefore guarantees a monotonic improving perfor-

mance.
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Figure 1: Dynamic upper bound and lower bound

functions

5 Extended ES Algorithm

Due the nature of evolutionary algorithms, best so-

lutions are expected by increasing generation num-

ber and population size. However, in practical ap-

plication, solutions in reasonable time period are

required and in many cases local solutions ful�lls

these practical requirements. In this section we

present a new extension of ES algorithm, so-called

Bounded Evolution Strategy Approach - BES.

Dynamic limits

In this paper, standard (�+�)-ES algorithm has

been modi�ed. The main modi�cation is addressed

to limit � mutations by introducing dynamic upper

and lower bounds. Moreover, modi�ed ES algo-

rithm is performed without recombination.

Dynamic limits allow � mutations fall into an up-

per and lower limit, both dynamically decreasing

exponentially, as follow:

�(t)max = �omaxexp(�t=T1) (11)

�(t)min = �ominexp(�t=T2) (12)

where �omax and �omin are initial values for each

function and t denotes the generation; T1 and T2 are

time constants calculated from �nal values desired

for �fmax and �
f
min, respectively. If any dynamic

limit is violated, then �(t) will be given the average

of current values of functions above.

Eq. (11-12) allow \large" mutations in the initial

generations and `small" mutations at the end. In

other words, in the �rst iterations diversity is em-

phasized while the last generations are dominated

by a re�ned search process (small mutations). Fig-

ure (1) illustrates a example of dynamic limits.



In addition to dynamic limits, two modi�cation

have been introduced: �rst, BES algorithm is per-

formed without considering the recombination op-

erator. Secondly, creation of an o�spring is per-

formed taking in account the feasible range of the

variable, similar to LM proposal, as follow:

x0i = xi + �0i(x
max
i � xmin

i )N(0; 1) (13)

where xmax
i - xmin

i are the limits of control vari-

able xi. If xi exceeds its limit, xi will be given the

limit value.

These proposed algorithm has been implemented

in this work and compared with the LM algorithm.

In the next section, practical aspects related with

implementation are presented.

Param LM BES100 BES200

� 60 30 30

� 60 60 60

Tmax 200 100 200

�o 0.10 - -

�f 5.10�4 - -

�step 0:101 - -

Selection Sq Sd Sd

q 60 - -

Table 1: Parameters of implemented algorithms.

6 Implementation Details

The implemented algorithm basically follows the se-

quence presented in section 4. The �tness function

�(s) corresponds to penalized objective function f ,

given by eq. (1). Control vector x is formed by gen-

erator bus voltages and transformer tap-settings.

The objective function penalty factors utilized have

been �qi = 104 and �vi = 105.

Initial population of � candidates solutions sat-

isfying eq. (2-3) is generated at random.

Parameters used in practical implementation

Parameters of dynamic limits (11 - 12) have been

assumed as �omin=10
�2, �omax=1; �

f
min=10

�4 and

�fmax=10
�2. Other speci�c parameters of imple-

mented algorithms are presented in table (1).

1If in two consecutive generations �tness do not dimin-

ishes, then � is reduced by �f . It is a small modi�cation

introduced in LM algorithm that improves the performance
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Figure 2: E�ect of  on behavior of BES algorithm.

In EP algorithms, parameter q de�nes the num-

ber of competitions to which each individual of com-

bined population is submitted. A small value for q

leads to random behavior ofWi. On the other hand,

a very high q compared with population tends to de-

terministic behavior [13]. In this work, it has been

assumed q = �.

Reactive Limits

Bus 1 2 3 6 8 9 12

Qmin
g -1.40 -0.17 -0.10 -0.08 -1.40 -0.03 -0.5

Qmax
g 2.00 0.50 0.60 0.25 2.00 0.09 1.55

Table 2: Reactive power generation limits.

Taps and Voltage Limits

PV Buses PQ Buses Taps

Vmin
g Vmax

g V min V max amin amax

0.9 1.1 0.95 1.05 0.90 1.10

Table 3: Tap-setting and voltage limits.

7 Test Results

The EP approach proposed by Lai and Ma [10], and

the BES algorithm have been implemented. Tests

have been performed using the IEEE57 standard

system. The network consist of 7 generator-buses,
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Figure 3: Comparative performance of LM and BES

algorithms.

50 load-buses and 80 branches, of which 17 branches

are under load-tap-setting transformer branches.

All power and voltage quantities are per-unit val-

ues.

Tables (2)- (3) show the main characteristics of

these system. Voltage limits have been considered

0:9� 1:10 pu for PV-buses and 0:95� 1:05 for PQ-

buses. Taps limits have been assumed 0:90� 1:10.

Total losses in case-base have been 0:2793 pu.

Due to probabilistic characteristic of evolution-

ary algorithms, results reported here correspond to

average from 20 trials. From practical point of view,

we are interested in reliable software tools that sup-

ply good solutions every time. Thus, to evaluate

the quality of the proposals, dispersion measures

are fundamental.

The modi�ed algorithm BES are based on the

(� + �) � ES, without recombination. Two cases

100 and 200 generations, respectively, have been

simulated. These approach is sensible to choose of

ratio  = �=�, i.e., the o�spring population size

related to parent population. In order to state a

suitable ratio for it, a behavior study has been per-

formed varying � and keeping the parent popula-

tion in � = 30. Result of this study is shown in �g

(2). For ratios  lesser than the unity, the process

evolves slowly. As soon as  increases the evolu-

tion speed also increases. However, for high  val-

ues, no signi�cant improvement is observed. Thus,

when choosing , must be achieved the best evo-

lution speed with reasonable o�spring population.

In the practical implementation, it has been chosen

 = 2.

Figure (3) shows the comparative performance

of LM and BES algorithms. Tests have been per-

formed for 200 generations. Each point corresponds

to the average (over 20 trials) of the best �tness on

the current generation.

The algorithm proposed outperform the algo-

rithm of Lai and Ma.

In the following, in order to validate the proposed

approaches of robustness point of view, a statistical

analysis is presented.

Tables (4) and (5) show the best solutions of the

control variables obtained by LM, and BES meth-

ods, respectively. Case-base (CB) values are in-

cluded. The best solution has been obtained with

BES method, achieving losses reduction of 13:48%.

Generator Bus Voltages

Bus CB LM BES200
1 1.0400 1.0745 1.0725

2 1.0100 1.0618 1.0596

3 0.9850 1.0510 1.0484

6 0.9800 1.0515 1.0424

8 1.0050 1.0692 1.0662

9 0.9800 1.0335 1.0344

12 1.0150 1.0401 1.0440

f=fr

`
% 100 88.93 86.52

Table 4: Generator bus voltages.

Table (6) presents comparative analysis of imple-

mented algorithms relative to losses minimization.

Tests have been performed over 20 trials discarding

2 worst cases. Columns 2-4 show minimum, maxi-

mum, average and standard deviation of losses, re-

spectively. Column 5 gives average losses relative to

case-base losses. This table is important because

shows the robustness and reliability of proposals.

We have in mind an algorithm that supplies opti-

mal and feasible solutions with minimal dispersion.

The best result has been obtained with BES for 200

generations. However, notice that good results have

been already obtained for 100 generations.

Table (7) shows the e�ect of  on the perfor-

mance of BES over 200 generations. Clearly, as

soon as  increases, best quality solution are ob-

tained in terms of objective function and dispersion

measures.

Up till now, it has been analyzed results of algo-



Tranformer Tap-settings

Branch CB LM BES200
(4,18) 0.9700 1.0190 1.0443

(4,18) 0.9780 1.0190 1.0443

(20,21) 1.0430 0.9248 1.0076

(24,25) 1.000 0.9252 1.0097

(24,25) 1.000 0.9252 1.0097

(24,26) 1.0430 1.0416 1.0097

(7,29) 0.9670 1.0136 1.0435

(32,34) 0.9750 0.9890 0.9803

(11,41) 0.9550 0.9003 1.0221

(15,45) 0.9550 1.0378 1.0381

(14,46) 0.900 0.9751 1.0220

(10,51) 0.9300 0.9707 1.0296

(13,49) 0.8950 0.9272 1.0248

(11,43) 0.9580 1.0430 1.0221

(40,56) 0.9580 1.0884 0.9835

(39,57) 0.9800 0.9737 0.9899

(9,55) 0.9400 1.0467 1.0344

Table 5: Transformer tap-settings.

Global Performance

Method fmin
` fmax

` f` �`% f r`%

LM 0.2484 0.2922 0.2641 4.89 94.56

BES100 0.2438 0.2630 0.2541 2.30 90.99

BES200 0.2417 0.2486 0.2443 0.82 87.47

Table 6: Statistic performace of LM and BES algo-

rithms.

rithms in terms of optimality and dispersion mea-

sures. In the following, algorithm performances are

analyzed in terms of feasibility.

Tables (8)- (9) show test results distributed in

deciles. f`=f represents a measure of feasibility of

solutions. A value equal to 100% means that feasi-

bility is maximum and no violations are registered.

f=f r` represents the ratio between objective func-

tion and case-base losses. It indicates, when feasi-

bility is 100%, the reduction of losses with relation

to case-base. In case of unfeasibility, this column

has not meaning. Vv% and Nv represent the maxi-

mum voltage violation observed and the number of

buses with violations, respectively. Notice that no

reactive violations have been registered in all the

tests.

�=30, Tmax=200

 fmin
` fmax

` f` �`% f r`%

0.5 .2554 2.5655 .6962 98.96 249

1 .2454 .2652 .2548 2.81 91.23

2 .2434 .2572 .2481 1.79 88.83

3 .2406 .2474 .2438 .74 87.29

4 .2415 .2469 .2436 .55 87.22

5 .2410 .2496 .2433 .87 87.11

6 .2399 .2475 .2426 .71 86.86

7 .2403 .2443 .2421 .44 86.68

Table 7: Statistical performance of the BES algo-

rithm as function of .

LM

Decil f`=f f=fr

`
Vv Nv

% % %

MIN 100 88.93 - -

D1 100 89.79 - -

D2 100 90.86 - -

D3 100 91.51 - -

D4 100 91.90 - -

D5 100 93.91 - -

D6 100 96.34 - -

D7 100 98.74 - -

D8 100 101.2 - -

D9 99.52 105.4 0.05 2

MAX 90.13 112.7 0.05 2

Table 8: Deciles distribution for LM algorithm.

Table (8) shows the deciles distribution for LM

algorithm. Over 20 trials, 10% of cases have pre-

sented violations. On the another hand, BES al-

gorithm show the best performance, as shows table

(9). No violation is observed and in all cases losses

reduction has been achieved. Furthermore, solu-

tions obtained over 100 generations already ful�lls

practical requirements, i.e., reasonable losses reduc-

tion and complete feasibility are achieved.

E�ect of  on the population homogeneity

An Homogeneity index at generation k can be

stated as Hk = ffk=ffkmax; where ffi = 1=fi,

ffk = 1=�
P�

i=1 ffi and ffmax = fffi n ffi � ffj
8 ffj ; j = 1; :::; �g. Hk values are on the range

1=��1. Small values of Hk indicates high individu-

als diversity, while values close to one are associated



BES100 BES200
Decil f`=f f=fr

`
f`=f f=fr

`

% % % %

MIN 100 87.31 100 86.52

D1 100 88.42 100 86.69

D2 100 89.05 100 86.86

D3 100 89.83 100 87.02

D4 100 90.11 100 87.23

D5 100 91.16 100 87.47

D6 100 92.85 100 87.67

D7 100 93.33 100 87.88

D8 100 93.44 100 88.67

D9 100 94.64 100 89.03

MAX 100 99.71 100 90.45

Table 9: Deciles distribution for BES algorithm.

with high homogeneity.

Figure (4) shows the e�ect of the ratio  on

the population homogeneity considering 200 gen-

erations. Clearly, the e�ect of dynamic limits (11

-12) is embedded here. Small  values keep inter-

mediate level of diversity; however, speed evolution

is slow. High  values lead quickly to homogeneity,

but higher peaks of diversity are achieved in the

beginning of process.

In general, high  values improve the solution

quality, obtaining good solutions in a reduced gen-

eration number. However, very high values are not

interesting, because additional improvement in the

solution does not follow the increasing of .

8 Conclusions

In this paper we presented an extended algorithm

based on evolution strategies. In this proposal mu-

tations in standard deviations have been controlled

using dynamic limits. A comparative study be-

tween this approach and state-of-art evolutionary

algorithm have been performed. In order to validate

it, due to the probabilistic nature of algorithms, a

statistical analysis has been presented. The pro-

posal outperform the state-of-art algorithm. The

inclusion of dynamic limits for standard deviation

has shown to be fundamental in the performance.

The Comparative study has shown that BES al-

gorithm be performs better than the LM approach.

In 100% of the tests, feasible solutions with losses

reduction have been achieved. Exhaustive tests
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Figure 4: E�ect of  on the homogeneity.

were performed and reported using the standard

IEEE57 system in this work.
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