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1 Introduction

This work conarns the recgnition of music sare
shests (either printed or handwritten) and its
appliction to the orieital music. Note hat the
propased method s dso efficient for ocidental

music e/en if, up to now, amly monophonic sores
have beerconsidered in the implementtion.

The oriental music is claracterized ty the we of
sounds wich have neither fixed hehts ror
intervals (since the mode ca be charged within the
course of asame piece ofmusic), cantrarily to the
occidental music. Oriental music is transribed in
the same way than thewesern one exaspt that in
order to transcribe some dayrees, loweed or raised
of asubdivision of tong signs specific to each action
have to ke usa (for instanee, haf-flat or halfsharp
for a quarter of tone). The prposeof our work is to
desgn a software allowirg same occidenta

musicolaggists haing aaess to this musig listening
and aalyzing them in an automated way (this
means, withat having to learn the &ill of their
performance wor to handseize them by mean of an
edition software). Furthermore, snce this music is
often adited in a landwritten wg, this work will

also lead D a letter edition of hesedocuments.

Our recognition system relies on a original process
of image anaysis, based on the asociation of three
techiques:

- the segentation,

- the recgnition by neural netwoks,

- and the angbis by use of context.

The hierarchy of use of the® techniques results
from the assmilation of the way human proceds to
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music scorig. Two levels d extraction ag to be
distinguished:

- The first comems the separationof the bottom
layer and of the music soring layer: the bottom
layer is eclusively corgtituted by the music stave,
as n previous suich woks [1,2,3].

- The music scorig layer corstitutes the seamnd
level: the smres (notes, groupsof notes), comments
(title, ...) and signs (flas, damps, hars,
"creendi"...) that are adetl on the bottam layer. It
can ke separated (as in [4]) into two ypes of
entities: gmbols and onstructs The symbolsare
entities one canrot discanect (as fet, shamp,
numbers or keys), the constructs are connected
entities formed ty a group d symbols or of basic
entities (as segments orheads of crotchets).

The efficiency of themusic dbcument recognition is
proportional to the apacity of semrating the
different layers of recognizing symbols, of
segnenting corstructs, ad finaly of remnstricting
by use & the high level knowledye of music
notation. Thus we swgest he following
ardhitecture to build our application:

1/ recanition and removal of the bottam layer;

2/ Recgnition of the constructs from basc entities;
3/ recanition and classification of the renained
entities (ymbols);

4/ recanstruction of the musical score.

These four items correspnd t the plan of the
present paer.
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The action consists in extracting the stave from the.l.hiS variance depends on the accuracy of the
image [1,2,3,5]. Long and parallel segments form P y

the stave. So to extract the stave, our computatiofFStimation befor&,, and on the noise
starts with the recognition of all the segments in themagnitude), . Without  noise  on  the
sheet: to remove them we use their characteristics, _ . TS
For this action, we use Kalman-Bucy filtering [6]. fneasuremenwy = 0) , the optimal prediction is:
Such filter is known to perform a good segment 5 -H %
detection and is greatly robust in presence of noise k+1/k k+1Xk+1/k-

[1,2]. ] ) ) After the measurement of,,; at the stepk +1,
Our Kalman-Bucy filter notations are being

introduced. The filter acts by following, step by step th€ gap between the measurement,; and

(indexed byk), a state, and a measuremerty . prediction Z.,, provides an indication on the
These variables are related by: estimation error. This error must intervene in the
= Hpe X +wye next predictions. In this way, we have to bring a
correction to the predicted staﬁa 1 k41 which

W is the noise on state: white noise of null average ) -
_ _ must be proportional to the gai 1 - Z+1/k -
and of known varianc® .H, is the measurement

matrix supposed known. The evolution of the state Xk +1/k +1 = Xk +1/k * Ok +1(Zk +1 = Zk +1/k)
is:

X = FXy +U +V, Gy+1 depending on the noise variances.

Therefore, we have the following Kalman-Bucy
filter equations:



X =X +G z -H X 1,
k+1/k+1 =%k +1/k * Ok +1(Zc+1Hi +1 k+1/k)B/1:_Yk _ /4 120
N 2 " variancy x =Vy H/Z 1 withVy t
_ =Y, a
Pe+1/k+1 = Pe+1/k ~Ck+1Hk +1R+1/k V2 =Y o
he acceleration variance, generally constant.

G . .= HT HT . +R _lecond subsystem: span thickness
k+1—Pk+1/k k+1ﬁ"k+1pk+1/k k+1 k+lﬁS '
S with matrix F,=1 and the state nois&. The noise

o ) _ _ varianceQgy is normally constant, too.
Now, this filter is being applied to segment

extraction. The following measurement systems arise, With

o . (i=1,2) the measurement noises:
Our application sweeps the first column of the

image from top to bottom, then goes to the next- Position measurement | =Y, +W;  with
columns (left to right): when it finds a black pixel, it o

makes the hypothesis of a possible starting segment 1k = %)D and the variancBy fixed.

and begins its recognition. The action aborts when U

the information extracted in the final iteration does _
not agree with hypothesis emitted in the last one.
The variables used by the filter are now to bewithH2 k =1 and the varianchs fixed.

defined (see Fig. 1). The integerdenotes column '

indices.Sis the thickness of the span in the segment,Here we shall tak®V, = W,, a same white noise of

Y the position of the middle pixel of the span and null average and of known varian€&®. Hy is the

Y its derivative (speed) defined a& =Y, —Yy;. matrix binding the state to t'he_ measurement, it is
In fact, the tracking of the segment is made bysupposed to be known. Prediction needs to compute

identifying the evolution Y,Y ) of the trajectory and the matrices of error covarlance?,k/k(for the

thickness S of the span. v, represents the position) andPx (for the span thickness).
disturbances on the state, this means, due to some Sk+1/k

mismatch in the writing or scanning of the score. If oy denotes the root mean-square (deviation)
Further, we will denote the measurement between state and prediction, then

perturbations (supposed to be a white noise). This

Thickness measurement: sz = Sk +W2

leads to the following state model: o _ E 03 UYUYE
X +1 = FeXi +vie with VKK g, 02 O
1 1 0O Y, O Oy O
- = 0 _Q, O 0
Fk_F_%) 1 0p Xk_%(kD’ VkS’ZKD' 2 420 0.+02.H§7 0. +02
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The filter can be separated into two disconnected g Y'Y Y Y g
subsystems corresponding to the position 1 10
vector(Yk,\'(k)T and the span thicknesS. This Ry o0
decomposition decreases the complexity of Y 1%
calculation without tampering the results. @2 0
- First subsystem: position vector Pé,k K Pé,k/k +Qg.

gkﬂ’ with matrixFlzél) E and the state 1he coefficientG \ .4 balancing the measurement
kO a

and prediction is :

O O . .
. For this noise, a second-order
2k O
development has been proceeded, considering the

accelerationY of Y:

noisev =



Sy k+1° 2
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2,1, 0 3 Recognition of the constructs from

&2 +20 0. +0" +
5 SVY Yy , 4 Y5 basic entities
o, +20Y0Y +0Y +QY 5 UYUY +aY +§V\.(. 5 After the first stage, an intermediate one is dedicated
to detection and extraction of possible notes heads
G = P+ Q. (crotchets heads) by erosion of the image. A music
P, +Q+R knowledge analysis then compares the expected

N _ crotchets heads positions with the detected segments
The initial substates and the filtering rules are nowg, ¢, identify the constructs of the musical scoring

to be fixed. For all new span, after measurement, thef5,7,8,9,10]. For instance (see Fig. 2), two crotchet
following hypotheses (H) and criterion (C) aré poaqs + two vertical stem bars + one beam bar = a

chosen: beamed group, which validates the detection. The
Let Yo the span middleY, = or the tracking of ~ rémaining entities will be treated by the third stage.

horizontal tendency segment 5 and Ps are set

to the thicknessy, of the span, in order to have a 4 Recognition and classification of the
large adaptability for the slope determination. The .
remaining symbols

variance of noise measuremd®is set to 2 pixels, S : .
corresponding to the sampling error. _The remaining basic entities (symbols) are tr_eated as
independent characters by use of the classical OCR
For the filtering stages, the correspondence betweegechnique (Optical Character Recognition, [11]). For
the observed state and the predicted one is made e classification, a RBF neural network is chosen
application of the normal law (for a probability (Radial Basis Function, [12,13]). This classifier is
0.99), the gap between observed and predicted musgell adapted to our system architecture: it has a
be inferior to 2.& (ov and os are given by good classification reliability even not well
theP?,k /k)- In the contrary case, the observation is extracted entities like those deteriorated by the

left but the hypothesis follows up until meeting a extraction Of. f[he 'bottom layer. Bes!des, the answer
of the classifier is not one class like other neural

correspondence with (H), or stops after a chosen

numbern of iterations (for a 300 dpi image, we took féarisallftlfrzsfhgu; 'tnzggjlr?ns é(:];revirg/ vcvlsscsaﬁ EL%% askgl'ge
n=15 for the stave, 5 for the group bars, 3 or 4 for y Y,

the vertical segments). most probable class in agreement with the high level
knowledge.

The filtering process begins by sweeping the image;The neural network RBF is characterized by a

as said before: each time a black pixel istransition function which output is not a Boolean

encountered, it is considered as a belonging to th€0,1} (as in [14,15] ), but a density of probability

first span of a possible segment. Using initial (between 0 and 1). Most of the time [9], Gaussian

hypothesis (H), the purchase of the segment starts. _ _HX_CHZ p2

The action stops when the criterion (C) fails. Eachfunctions  W¥(x)=e are used. Such

time a span is verifying hypothesis, its pixels arefunctions correspond to the distance from the vector

eliminated from the image. The filtering stops when x (the symbol to be classified) to the mode(the

all pixels of the image are treated. class) and is parameterized by a coefficignt

Irepresenting the field depth.

The number of neurons in the classifier is closely

linked to the number of learning models. If these last

are well chosen, the two numbers are edLiad size

of the model image is normalized, in the present

application, to a 244 pixels matrix. This size

At the end of filtering, all kinds of segments in the permits an optimal classification [13].

image are recovered. To have the bottom layer, only

longest horizontal segments are extracted. The

remaining vertical segments are stems and measur§ Reconstruction of the music score

bars. T?OSE; W'tt? horlzgntﬁi tendency correspond ©rhe reconstruction uses the context and the rules of

group-ol-notes bars and others. musical notation, which constitutes the high-level
knowledge [5,10,16]. This stage permits to
synthesize and analyze the results of the former ones

1

Because of the connection of the group bars in ou
case of scores, we make the filtering twice: to detect
firstly, the stave, secondly, the group bars. In
addition, before the second filtering, we make an
image thinning so to disconnect the group bars.



in order to reconstruct the original score. The Image after extraction of the bottom layer (by
analysis is done measure by measure, for eaclikKalman-Bucy filtering)

measure type it uses a specific analyzer, according

to the diagram of Fig. 3 that has been worked out J

from musicologist knowledge. - B¢

Measure bar ‘Ft'% ﬁﬂ J r J ‘

erosion: after erosion the detection of the head

- crotchets is made by criterion of size and shape

Accidental

*
’

Note/Silence

| ’

{
(_pomt_> i Y
[

Three successive images of a one-shot action: after
detection of segments with horizontal tendency and
not belonging to the stave, of vertical segments and
of crotchet heads, the application uses its music
nowledge analysis, eliminating entities in the

#
"
f

r

Measure bar

fig3- Diagram of a simple measure analyzer
In case this analysis diagram does not provide
coherent reconstruction of the score, there is to g .
back to lower levels in order to determinate whetherfollowingway:
an error occurred in the pattern recognition. This 1- b_eam bars: horlzontal tendency segments near a
error checking takes advantage of the RBF neural’€tical one, which must be near a crotchet head.
networks chosen at the third step of recognition,

since alternative symbols were provided at this step = B4

(with a lower probability): these other proposals can

be automatically checked to achieve the coherence. . .btr .ﬂ. J J J
The software user (musician or musicologist) will iy } r
intervene only in last recourse, in case this analysis

process fails.
2. crotchet heads: full ellipsis near a vertical
segment.

6 An illustrative example |

The following section illustrates the hierarchy of the B

segmentation and treatment of the image. The

}
example is worked on a sample of an oriental score 'bt'i ! 1 l ‘
_ \ ‘
' H l

with a rather rough scanning accuracy.

Original image:
J 3. stems: vertical segment near a crotchet head.
» (b

» 4

|

=== A




The remaining, last image is to be processed directlyf5] Kia C.Ng, Roger D. Boylex Recognition and
by neural network. The connected entities arereconstruction of primitives in music scoremage

introduced at the entry of the neural classifier,
leading to the last stage of the recognition low level.
Finally, it is possible to proceed the high level
analysis of the document.

7 Conclusion

Presently, the first two steps are completely

and Vision Computing 14 (1996) 39-46.

[6] M. Labarrere, J.P. Krief, B. Gimonet Le
filtrage et ses applications Gepaudes éditions 1982

[7] Kia C.Ng, Roger D. Boyle David Cooper
«Automated Optical Score Recognition and its
Enhacement using High-level Musical Knowledge»
Xl Colloquio di informatica Musicale — Bologna
1995.

implemented and work in an automated way. Thel8] B. Ostenstad« Décomposition des objets d’une
efficiency of the computation depends on the qualityPartition musicale numerisée en entités classables »
of the hand-written sheets. In the running tests welnstitut d’Informatique de [I'Université d'Oslo,
analyzed, segmentation met no problem, but weRapport Nr. 31, Octobre 1988

presume some problems may arise if the score i§g] H. Miyao et Y. Nakano« Head and stem from

very bad and if there are many accidental yrinted music scores using a neural network
connections between entities. With the hand-wrlttenapproach » International conference on document

scores we checked, the efficiency of the two-Iayer(-jma|ysis and recognition, Montreal Canada, 1995
separation (stave detection) was of 100% and the

segmentation reconstruction, up to 80%.

The neural network step is under implementation:

[10] H. Kato et S. Inokochik A recognition system
for printed piano Music Using Musical Knowledge
and constraints » Structured document Image

images resulting from the first steps are well
extracted, without much noise: in such cases, RB
classifiers are known to be quite efficient [15].
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