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Abstract: - In this paper the problem of experimental design for a measurement purpose is studied.

By extending classical approaches, the design of experiments for discriminating between two rival

models is proposed. It is given by either the sequential procedure or the nonsequential Bayesian

design in the presence of prior information. The approaches feasibility is �nally illustrated with

a simple example.
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1 Introduction

A careful experiment design yielding data with good

information is the basis of a successful estimation

procedure. The experimental design consists of

searching the most informative experimental con-

ditions for modeling objectives. Precise parameter

estimation is not the only objective used for ex-

perimental design. Methods have been proposed

for constructing designs for discriminating between

possible model functions [1] [4] [7], and for balanc-

ing the objectives of model discrimination and pre-

cise parameter estimation.

Atkinson & Fedorov describe T-optimum design

for discriminating between any number of models.

Which are optimum when it is known which one

of the models is true [1]. It can only be realized

in practice through the use of the sequential pro-

cedure. Bayesian T-optimum design has been pro-

posed in [9], which there is a speci�ed prior proba-

bility that each model is true and, conditionally on

this probability, prior distribution for the parame-

ters in the two models are speci�ed.

Techniques for discrimination should depend on the

modeling purpose. This paper deals with the prob-

lem of the experimental design for discrimination

in inverse problem context. We are interesting in

the estimation of the measurement quantity from

an observed data [5], a general formulation of a

measurement is presented in section 2. Discrimina-

tion techniques for a measurement purpose are ex-

tended. Sequential experimental designs are devel-

oped for discriminating between two rival models,

which need not be linear in the parameters (section

3). In the presence of prior information, nonsequen-

tial procedure is analyzed in section 4. In section

5, the both procedures are illustrated with a simple

example.

2 Problem formulation

A problem often encountered in various domains,

such as nondestructive evaluation or so-called indi-

rect measurements, is to estimate some unknown

quantity m from a vector of observed values y.

This is due to the inability to use a transducer to

measure m directly or for any other reason such as

harsh environment [6] [8] [11]. The general problem



can be described by the following equations [5] :

yi = f(xi; �) + ei i = 1; : : : ; N; (1)

m = g(�): (2)

The �rst one (1) is the classical nonlinear regres-

sion model, where the observation variable y =

[y1; : : : ; yN ]
> is related to x = [x1; : : : ; xN ]

> the

vector of the experiment design (e.g., time, fre-

quency or space coordinates) and to the observation

error ei. A vector � (� 2 � � Rp) of p unknown pa-

rameters is then to be estimated from the N pairs

of observations (xi; yi), where � is the prior feasible

set for the parameters. A normal independent dis-

tribution of errors ei with zero mean and constant

variance �2 is assumed.

The quantity to be measured, m, is related to the

parameters � via (2). It is usually de�ned by a

functional of the parametric model m = G(f) (i.e.,

involving derivation, integration, interpolation, ex-

trapolation, ... ). This relation is then transformed

into a function of �.

The creation of candidate model structures remains

mainly of a heuristic nature. So suppose that there

are two rival structures of nonlinear parametric model.

For the experimental conditions used, each candi-

date model fj (j = 1; 2) generates a vector output

:

fj(x; �j) = [fj(x1; �j); : : : ; fj(xN ; �j)]
> ; (3)

Let Xbe the design region (x 2X) and �j 2 �j �
R
pj. The choice of a given structure depends on the

experiment design and directly a�ects the estimate

of m. This is basically related to the sensitivity of

the models fj and the function g to �. This pa-

per is concerned with the experimental design for

discriminating between two rival nonlinear regres-

sion models in such a measurement framework. We

consider this problem either in the absence or the

presence of prior information.

3 Sequential experimental design

The design of experiments for discriminating be-

tween any number of models has been investigated

by several authors. Atkinson and Fedorov describe

T-optimum design for this purpose which are opti-

mum when the true model is known. They assumed

that one of the model is true and the experiment

should then be designed to yield as large a value as

possible of the sum of squares for lack of �t of the

false model, this is equivalent to maximize (if we

take the true model to be the �rst) :

�
(1)
2 (x) =

nX

i=1

wiff1(xi; �
�

1)� f2(xi; �̂2(x))g
2 (4)

we call �
(1)
2 (x) the noncentrality parameter of the

second model, where :

�̂2(x) = arg min
�22�2

nX

i=1

wi ff1(xi; �
�

1)� f2(xi; �2)g
2

and x is the design :

x = fx1; x2; : : : ; xn; w1; w2; : : : ; wng

with wi = ri=N speci�es n distinct experimental

conditions and ri is the number of replicates at xi.

A central result is that such designs satisfay an

equivalence theorem of optimum design theory, which

can be used both for the construction of designs

and for checking the optimality of a proposed de-

sign. The T-optimum designs described in [1] [2]

can only be realized by using sequential procedure.

This procedure leads to designs which are asymp-

totically T-optimum and which give, at each trial,

the largest increase in the expected value of the

sum of squares of di�erences between the responses

from the two models. In our situation we are in-

terested in �nding the experiment design the most

informative for detecting false models for a mea-

surement purpose. In fact, each competing models

fj(j = 1; 2) yields a particular evaluation of the

measurement quantity mj , a function of parame-

ters (mj = gj(�j)). A direct tranposition of the

experimental design using the sequential procedure

[1] is to �nd the design x�
m

which maximizes the

distance between the expected values of the mea-

surement given by each structures :

�m(x) = fm1(�̂1(x))�m2(�̂2(x))g
2 (5)

In several industrials applications, the number of

sensors is limited. It is due to economics require-

ment, harsh environment or other reasons. In this

case we have to �xed the number of support points

before using optimization techniques to determine

the optimum design. It is strongly advise to use a

global optimization techniques, since most of stan-

dard ones are unable to distinguish between a local

optimum and a global one.



4 Bayesian design

The T-optimum design has been extended to sit-

uations in which there is a prior information [9].

The most important bene�t which arises from this

Bayesian approach is that optimal designs no longer

depend on speci�c values of the parameters of the

true model but only on their prior distribution, and

that yields a nonsequential procedure which is very

interesting in several applications.

Consider two rival models f1 and f2 with respective

prior probabilities �1 and �2 = 1 � �1. The set of

parameters �j , of dimension pj , has prior probabil-

ity distribution ��(�j)(j = 1; 2).

The quantities

�
(2)
1 (x; �2) = inf

�12�1

nX

i=1

wiff2(xi; �2)� f1(xi; �1)g
2

�
(1)
2 (x; �1) = inf

�22�2

nX

i=1

wiff1(xi; �1)� f2(xi; �2)g
2

are the noncentrality parameters for the �rst model

when the second is true, and vice versa. In the pres-

ence of prior information, an extension of Atkinson

and Fedorov's criterion would be to �nd a design

x� such that

�(x�) = sup
x2X

�(x) (6)

where

�(x) = �1E�1
f�

(1)
2 (x; �1)g+ �2E�2

f�
(2)
1 (x; �2)g

The equivalence theorem for Bayesian T-optimum

designs with prior distributions is developed in [9]

to construct and check optimal designs.

A natural extension of this criterion to our problem

is to �nd a design x�
m
which maximizes

�m(x�) = sup
x2X

�m(x) (7)

where

�m(x) = �1E�1
f�m

(1)
2 (x; �1)g+�2E�2

f�m
(2)
1 (x; �2)g

with

�m
(2)
1 (x; �2) = fm2(�2)�m1(�̂1(x))g

2

�m
(1)
2 (x; �1) = fm1(�1)�m2(�̂2(x))g

2

5 Example

We analyze the same example for both approaches.

It consists of designing an experiment over the in-

terval (0 � x � 20) to discriminate between the

two nonlinear regression models :

f1(x; �) = �1(1� exp(��2x))

f2(x; �) = �1 arctan(�2x)

the true data are supposed to come from a di�erent

structure with a normal independent distribution of

errors ei with zero mean and � = 0:05. We begin

by illustrate the sequential procedure [1]. The ini-

tial design consists of trials at 0 and 20, and at each

stage, the sequential design is selected by searching

over a grid of 41 values of x in steps of 0:5. Fig-

ure 1 shows the results of simulations of 98 trials

designs in the presence of error. In the �gure 2,

we show the evolution of the criterion values as a

function of trials number. The optimality of the

proposed design was checked using the T-optimum

theorem [1]. As may be seen in the �gure 3, f1 is the

best model in the �tting criterion sense. When the

number of support point is �xed, we use a global

optimizer based on random search techniques [3]

[10] to �nd out the experiment design. The sup-

port point number is assumed to be 5. After over

2000 algorithm iterations, the design for which the

criterion is maximized is given by :

x� =
�
1:5 6:2 10 19:8 20

�
>

for which the maximum value is 5:7� 10�3 (�gure

4).

Suppose now, we are interesting to �nd an ex-

periment design to discriminate between two struc-

tures for a measurement objective, for example, the

slope at the origin. It can be analytically written

as m1 = m2 = �1�2. The search of the exper-

iment design is done by the maximization of the

criterion function �m(x), using the global random

algorithm. The design obtained for this case is :

x�
m
=
�
6 6:5 7:3 18:5 20

�
>

and the maximized value �m(x�) = 6:64. The �g-

ure 5 shows the mean square �tted curves for both

models and the obtained design, which is very in-

formative for detecting false model structure for a

measurement purpose.
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Figure 1: Obtained design.
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Figure 2: Evolution of criterion values as a function

of trials number.
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Figure 3: Evolution of the mean square error.
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Figure 4: Evolution of criterion values as a function

of iteration number.
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Figure 5: Data generating model (-) and mean

square �tted curves for f1(:� :) and f2(��). Pro-

posed design (o).

To study the e�ect of prior information on this de-

sign we consider the case where there is a prior

probability distribution for the parameters of each

models and a prior probability for each model to be

true (�1 = �2 = 0:5). Observations from previous

experiments are used to provide the prior probabil-

ities of the parameters. The prior distribution is, in

our case, normal ��(�j) = N(�j0;
j), where �j0 is

the mean and 
j is the covariance matrix of the pa-

rameters. The Bayesian design for a measurement

objective obtained using global random algorithm



with �ve support point is given by :

x�
m
=
�
6 6:5 7:6 16:9 20

�
>

and the maximized value of the criterion function

�m(x) is �m(x�
m
) = 33:9. It might be of interest

to investigate the dependence of the design and its

properties on the prior distributions of the param-

eters.

6 Concluding remarks

The problem of experimental design has been con-

sidered for a measurement dedicated approach. The

design of experiments for discriminating between

two rivals models, in the absence and the presence

of prior information, has been proposed by extend-

ing the classical methods.

The sequential experimental design for a measure-

ment objective needs a high number of experiments,

which is the main limitation of such methods. Bayesian

approach yields to a nonsequential procedure, such

an approach has particular disadvantage when there

is great uncertainty in the prior information. A se-

quential design in which, observations from earlier

experiments are used to update the prior probabil-

ities of the parameters and the models, will be an

alternative.

An extension of this paper results is to design for

discriminating between several models for a mea-

surement dedicated approach.
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