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Abstract: - Dynamic programming is usually regarded as a design technique, where each application is
designed as an individual program. This contrasts with other techniques such as linear programming, where
there exists a single generic program that solves all instances. From a software engineering perspective, the
lack of a generic solution to dynamic programming is somewhat unsatisfactory. It would be much preferable if
dynamic programming could be understood as a software component, where the ideas common to all its
applications are explicit in shared code. In this paper, we argue that such a component does indeed exist, at
least for a large class of applications in which the decision process is a sequential scan of the input sequence.
We also assess the suitability of C++ for expressing this type of generic program, and argue that the simplicity
offered by lazy functional programming is preferable. In particular, functional programs can be manipulated as
algebraic expressions. The paper does not present any novel results: it is an introduction to recent work on the
formalisation of algorithmic paradigms in software engineering.
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1   Introduction
In introductory courses on algorithm design,
dynamic programming is usually taught by example.
Students are presented with a number of typical
applications, and given an informal statement of the
principle of optimality. By doing a number of
similar examples in exercises, they then acquire the
skill to apply dynamic programming to other
problems.
     There exist numerous formalisations of dynamic
programming that state the principle of optimality as
a monotonicity condition, for example
[17,18,20,23,29]. These works do however stop
short of presenting a single, generic program that
solves all applications of their formalisation at one
stroke. The construction of such a generic program,
and the appropriate means for expressing it, is the
subject of this paper.
     The quest for generic software components is one
of the main goals of software engineering. It is now
commonplace for programmers to use collections of
such generic components (usually called application
frameworks) in the construction of e.g. user
interfaces, data bases, and messaging systems. In
this paper, we would like to suggest that it might be
possible to construct an application framework for
the solution of optimisation problems as well. Such

an application framework would harness much of
the expertise now shared by a limited number of
experts, and make their results available to a wider
audience of programmers.
     The structure of the paper is as follows. We start
by presenting the class of problems to which our
generic program applies – this includes many of the
sequential decision processes as formalised by Karp
and Held [20], but not all typical examples of
dynamic programming. We then proceed to sketch
the generic algorithm for solving that class of
problems.
     It may seem natural to code this type of generic
algorithm as a C++ template, and we examine
briefly how this may be achieved. There are a
number of reasons, however, why C++ is not an
appropriate medium for this type of generic
program, and we argue that a lazy functional
programming language such as Haskell is better
suited to the task. Haskell programs can be regarded
as algebraic expressions that can be manipulated to
improve code quality.
     Indeed, the generic program presented in this
paper was discovered using an algebra of programs
that generalises Haskell, by manipulating relations
instead of functions. This generalisation allows one
to deal with the nondeterminacy inherent in
optimisation problems. Without going into detail,



we sketch the characteristics of such a calculus for
program derivation. Finally, we discuss related
work, both in combinatorial optimisation and in
software engineering. Some of this related work
suggests further improvements to our software
component.
     This paper does not present any novel results.
The generic algorithm was first presented in [24],
and its formal development is a chapter in [4]. The
purpose of this paper is to present these known
results to researchers with an interest in dynamic
programming, who are perhaps not so familiar with
the terminology and notation of modern software
engineering.

2   A Generic Problem
Our generic problem can be viewed as an instance of
the generate-and-test paradigm: first generate all
candidate solutions, then test for feasibility, and
finally select a feasible solution that is optimal. In
algorithm design, this is called the exhaustive search
paradigm.
     In most applications of dynamic programming,
the generation of all candidate solutions is a decision
process: at each step of the generation, one can
make a choice between two (or more) alternatives.
To formalise this, let us assume that the input is
presented as a sequence of values

[a1, a2, ..., an]  .
Generation of a candidate solution starts with a seed
value, say e. At each step, there is a choice on how
to add in the next item ai. The first possibility is to
use the binary operator (⊕), and the alternative is to
use (⊗). A typical candidate solution will thus
consist of a number of applications of (⊕),
interleaved with applications of (⊗):

(((((e  ⊕ a1) ⊕ a2 ) ⊗ a3) ⊕ a4) ... ) ⊗ an  .
The set of all candidate solutions is obtained by
interleaving the two operators in all possible ways. It
is obvious how this could be generalised to more
than two choices, but for simplicity we shall confine
ourselves to just two. It follows that the generation
of candidate solutions is characterised by three
quantities: the seed value e, and the two binary
operators (⊕) and (⊗).
     To also specify the feasibility test, we shall need
a feasibility predicate, which we shall call p.
     Finally, we need to define the selection of an
optimal element. Usually this is specified through an
objective function (which is to be minimised or
maximised), but here we shall specify it through a
comparison relation R that is a preorder. (A preorder
is a binary relation that is reflexive and transitive.)

This formulation will make it easier to pin down the
applicability conditions of our algorithm. An
optimal element from the set of feasible solutions is
one that is minimal in the preorder R.
     Summing up, our generic problem is given by a
generator that is a decision process (e, (⊕) and (⊗)),
a feasiblity predicate p, and a preorder R. Provided
these five quantities satisfy certain conditions, which
amount to the principle of optimality, our generic
algorithm will provide an efficient method of
computing an optimal feasible solution.
     Before proceeding to that generic algorithm, we
first consider some specific instances of the generic
problem.

2.1 Example: knapsack
In the 0/1 knapsack problem, the sequence of input
values consists of (value,weight) pairs, which we
shall call items. A solution is a selection of items,
which we also represent by a (value, weight) pair.
The seed solution is the empty selection, whose
value and weight are both 0:
      e = (0,0)  .
For each item (v, w), we have the choice of
including it in a candidate solution (tv, tw), or to
leave it out.  Our two binary operators are therefore
defined as follows:

(tv, tw) ⊕ (v, w) = (tv+v, tw+w)
(tv, tw) ⊗ (v, w) = (tv, tw)  .

The feasibility predicate is the test whether the total
weight has not exceeded a given capacity c:

p (tv,tw) = (tw ≤ c )
Finally, one solution is better than another if its total
value is greater, so the preorder R is given by:

(tv1,tw1) R (tv2,tw2)   =   tv1 ≥ tv2  .

2.2 Example: bitonic tours
The bitonic tours problem, due to J. L. Bentley, is a
variation on the well-known Euclidean travelling
salesman problem. Given is a set of vertices in the
plane, and it is required to find a cyclic path that
visits each point exactly once. Such a path is called a
tour. The general problem of computing a shortest
tour is NP-complete, so we simplify the problem by
restricting our attention to bitonic tours. A tour is
bitonic if it starts at the leftmost point, goes strictly
left to right to the rightmost point, and it goes
strictly right to left back to the starting point. The
problem is to compute a shortest bitonic tour; we
may assume that no two vertices have the same x-
coordinate. This formulation of the problem is
adapted from [11].



To illustrate, Fig. 1 shows a set of points with an
shortest tour on the left, and a shortest bitonic tour
on the right.

Fig. 1: bitonic tours

a tour a bitonic tour

We assume that the points v1, v2, ..., vn are sorted by
x-coordinate, so the generation of candidate
solutions will proceed by a left-to-right plane sweep.
     A bitonic tour can be represented as a pair of two
disjoint sequences, one for each uni-directional part:
   ([a1, a2, ..., an], [b1, b2, ...,bm]) .
Of course we do not wish to generate the same
bitonic tour twice, so we stipulate that the last vertex
an of the first component is the rightmost vertex.
When this rule is applied throughout generation of
tours, each bitonic tour has only one representation.
     The smallest bitonic tour consists of just two
elements, namely the two leftmost vertices. It
follows that the seed is defined by

e = ([v2], [v1]) .
For each vertex vi with i > 2, we have the choice
between including it on either part of the tour:

([a1, a2, ..., an], [b1, b2, ...,bm]) ⊕ vi

          =
(([a1, a2, ..., an, vi], [b1, b2, ...,bm])   ,

and
([a1, a2, ..., an], [b1, b2, ...,bm]) ⊗ vi

         =
([b1, b2, ...,bm, vi], [a1, a2, ..., an])  .

Note the reversal of the components in the definition
of (⊗): this is to enforce the requirement that the
rightmost vertex is always on the first component of
a tour.
     Any bitonic tour is feasible, so the predicate p
always returns true:

p (x,y) = true .
We could have chosen the generator and the
feasibility predicate so that all tours get generated,
and then pick out those that are bitonic. That model

of the problem would however not lead to an
efficient solution.
     An optimal bitonic tour is one whose length is as
small as possible. The length of a bitonic tour is the
sum of the path lengths of its two components, plus
the length of the two edges that connect their
leftmost and rightmost vertices. We can thus define
the preorder R by
 (x1, y1) R (x2, y2)
     =

length(x1, y1) ≤ length(x2,y2) .
     It is worthwhile to reflect for a moment on the
difference between the models of the bitonic tours
problem and of the knapsack problem. In bitonic
tours, we decided to model the problem of finding
an optimal tour itself, rather than its length. This is
just a matter of convenience: in order to compute the
length, we need at least the last elements of both
components of a tour, so it is easier to explain the
model for finding tours rather than just lengths. As
we shall see, the generic algorithm is not
significantly more complicated when we wish to
find the optimal object itself.

2.3 Example: bus stop placement
Our final example is an exercise from one of the
standard texts on dynamic programming [14]: “A
long one-way street consists of m blocks of equal
length. A bus runs uptown from one end of the street
to the other. A fixed number n of bus stops are to be
located so as to minimise the total distance walked
by the population. Assume that each person taking
an uptown bus trip walks to the nearest bus stop,
gets on the bus, rides, gets off at the stop nearest his
destination, and walks the rest of the way. During
the day, exactly Bj people from block j start uptown
bus trips, and Cj complete uptown bus trips at block
j. Write a program that finds an optimal location of
bus stops.”

The input can be represented as a sequence
[B1 + C1, B2 + C2, ..., Bm + Cm]

Each item Bj + Cj  represents the number of people
passing through block j.
     We assume that bus stops are to be placed in front
of blocks (and not at block boundaries).
Furthermore, if there is a bus stop in front of a
block, people passing through that block do not need
to walk at all. As an example, consider the situation
depicted in Fig. 2.



Fig. 2: bus stops

50     12    25      33     15     19      22    58     12     42     30
*       *      *        *       *       *        *      *       *       *       *
2       1      0        1       2       1        0      1       1       0       1

The blocks are represented by vertical bars, and the
number (in bold face) under each bar is the number
of people passing through that block. Three bus
stops have been placed, and arrows indicate the
direction people walk to get to a bus stop. For
example, to get from the first block to the bus stop,
50 people have to walk two blocks. The bottom row
of numbers indicates the distance to the nearest bus
stop. By taking the dot product of the two rows of
numbers, we obtain the total cost of the arrangement
shown.
     We can represent a placement of bus stops as a
partition of the input sequence, with a bus stop at the
beginning of each partition component except the
first. For this representation to be correct, we need to
assume the existence of a fictitious block at the
beginning of the street, with 0 people passing
through it. The  arrangement in Fig. 2 is thus
represented by:

[ [0, 50, 12],
  [25, 33, 15, 19],
  [22, 58, 12],

   [42, 30] ] .
The role of 0 at the beginning is to allow the
placement of a bus stop at the first block in the
street.
     Readers who are not accustomed to the data
structuring facilities of modern programming
languages may wish to contemplate this
representation somewhat further. A partition is a
sequence, whose components are lists themselves. It
would of course be possible to code this
representation purely in terms of indices, but the
intended meaning would be much less perspicuous.
     How do we generate all possible placements by a
decision process? The starting point is the seed
value e, representing a fictitious building at the
beginning of the street:

e = [ [0] ] .

Note that e is a list with one element (namely [0]),
and that element itself is a list containing 0.
     Given a block (that is the number of people
passing through it), we can decide either to place a
bus stop, or not. Placing a bus stop means starting a
new partition component, whereas leaving out a bus
stop corresponds to gluing the new block at the end
of an existing partition component. This leads us to
the following definitions of the two choice
operators:
       [ [0, b1, b2, ..., bi1],
           [bi1+1, ..., bi2],
           ... ,

  [bik+1, ..., bij] ]  ⊕ bij+1

   =
[ [0, b1, b2, ..., bi1],

           [bi1+1, ..., bi2],
           ... ,

  [bik+1, ..., bij],
            [bij+1] ]
and

[ [0, b1, b2, ..., bi1],
           [bi1+1, ..., bi2],
           ... ,

  [bik+1, ..., bij] ]  ⊗ bij+1

    =
[ [0, b1, b2, ..., bi1],

           [bi1+1, ..., bi2],
           ... ,

  [bik+1, ..., bij, bij+1] ] .

Recall that we should place exactly n bus stops.
Obviously taking more bus stops would decrease the
total amount of walking, so the problem is unaltered
if we only require that there are at most n bus stops.
Accordingly we define the feasibility predicate by

p ([x1, x2, ..., xk]) = (k ≤ n+1) .
That is, there should be at most n+1 components in a
partition, because each component xi represents a
bus stop, except x1. The advantage of this definition
over one where (≤) is replaced by (=) will become
clear later. Briefly, we require that feasible solutions
to the whole problem are composed of feasible
solutions to sub-problems. That property would not
be satisfied if (≤) were replaced by (=).
     We omit a formal definition of the function walk
that returns the total walking cost of a particular
placement; its definition should be clear from the
example, and the details are not illuminating. One
placement xs is preferable over another placement ys
if its total walking cost is less. The preorder R in our
generic problem statement is therefore defined:

xs R ys  =  (walk(xs) ≤ walk(ys)) .



3  A Generic Solution
An instance of our generic problem is specified by a
decision process (the seed e and two operators (⊕)
and (⊗)), a feasibility predicate p, and a preorder R.
Our aim is to give an algorithm that solves the
generic problem, in terms of these five parameters,
as well as some others whose existence is implied by
the principle of optimality.
     Of course such a generic solution should satisfy
certain criteria in order to be acceptable. First, for
each instance, its asymptotic time complexity should
be as good as a specialised program derived by
traditional methods. Second, all the interesting
processing should happen in the statement of the
algorithm, and not in its parameters. In particular,
we shall require that all parameters are (amortised)
constant time operations.
     It would not be too difficult to give generic code
for dynamic programming that takes the functional
equations, derived by the programmer, as a
parameter, and only performs the task of tabulating
intermediate solutions. We do not consider that an
acceptable solution, for the derivation of functional
equations is in itself a non-trivial task. Thus the use
of our generic algorithm does not require the
programmer to record the functional equations
explicitly: all she needs to do is to verify a number
of monotonicity conditions. Below we first present
these conditions, and then proceed to describe how
they are exploited in the algorithm.

     These are the applicability conditions of our
algorithm: there exist a predicate q, a preorder S and
a total preorder T such that the following are
satisfied

1.  p(e) holds, and p (x ⊕ a) = q (x ⊕ a) ∧ p(x),
2. x R y and x S y and q (y ⊕ a)    implies

      (x ⊕ a) R (y ⊕ a) and
      (x ⊕ a) S (y ⊕ a) and q(x ⊕ a),

3. x T y   implies   (x ⊕ a) T (y ⊕ a),
4. conditions 1-3 also hold when operator (⊕) is

replaced by (⊗).

     The first condition says that feasible solutions are
composed of feasible solutions to sub-problems.
Clearly if this condition is satisfied at all, we could
take q to be p itself. However, it often happens that
we can chose a test for q that is computationally less
expensive than p.
     Condition (2) is a dominance criterion. It says
that if x is better than y (that is x R y and x S y), then
the extension of x is better than the extension of y;

furthermore, the extension of x is a feasible solution
if the extension of y is. The use of dominance
criteria is common in formalisations of dynamic
programming, and they are also the basis of a well-
known strategy for speeding up naive dynamic
programming algorithms [15,16,30].
     The third condition states that the operators are
monotonic on T. The role of T will be to order
intermediate solutions in a table; this condition
implies that we do not need to re-order existing
elements after they have been updated.

Our algorithm keeps a collection of feasible
solutions in a list L. The list L =  [x1, x2, ..., xk] is
ordered so that consecutive elements are related by
the preorder T:

x1 T x2  T ... T  xk   .
Initially the list L contains only one element, namely
the seed [e]. The first applicability condition states
that e is feasible.
We then scan the sequence of input items from left
to right. For each item a, we compute two new lists:

L1 = [x1 ⊕ a, x2 ⊕ a, ..., xk ⊕ a]
and

L2 = [x1 ⊗ a, x2 ⊗ a, ..., xk ⊗ a] .
Because of the third condition, both of these lists are
ordered with respect to T. Merging L1 and L2 gives a
new list, still ordered with respect to T. The merging
operation is well-defined because T is assumed to be
total. The merged list may contain a number of
infeasible elements. The first condition, together
with the fact that all elements of L were feasible,
tells us that we can test elements of the merged list
for feasibility using q. Removing the infeasible
elements gives a new ordered list of feasible
solutions, which we shall name L’.
     In principle we could continue by considering the
next item on the input, but doing so would be
wasteful: the dominance criterion gives the
opportunity of substantially reducing the size of L’.
To do so, we compare adjacent elements in L’, and
discard any y for which there exists a neighbour x
such that both x R y and x S y. We call this step
squeezing. Finally, after squeezing, we obtain our
new list L, and we can consider the next item in the
input sequence.
     Upon termination of the input processing, we
return an element of L that is minimal in the
preorder R.

     It is worthwhile noting that the choice of T has a
big impact on the effectiveness of squeezing,
because we only compare adjacent elements.
Although none of the conditions relates T to R and



S, it is usually a simple combination of these two
preorders. The idea of implementing dynamic
programming through merging and squeezing is due
to Ahrens and Finke [1], who applied it to the
knapsack problem.

3.1 Example: knapsack
Let us now examine appropriate choices for q, S and
T in the knapsack problem. The feasibility predicate
p is

p (tv,tw) = (tw ≤ c) .
This is cheap to evaluate, so we can take q to be p
itself. The first condition is satisfied, because the
capacity c is non-negative, and the weights of
individual items are also non-negative.
     To satisfy the dominance criterion, we need a
preorder S so that

(tv1, tw1) S (tv2, tw2)   and  tw2 +w ≤ c
implies

tw1+w ≤ c .
The obvious choice for S is therefore

(tv1, tw1) S (tv2, tw2)  =  (tw1 ≤ tw2) .
It remains to choose T so that squeezing can
eliminate dominated solutions. One such choice is

(tv1, tw1) T (tv2, tw2)  =  (tv1  ≥ tv2) .
This guarantees that the list of intermediate solutions
is strictly decreasing both in value and in weight. If
the weights are integers, it follows that the time
complexity of the resulting algorithm is O(cn),
where n is the number of items in the input
sequence. If the weights are floating point numbers,
the running time may be exponential. Admittedly it
is possible to obtain algorithms that are much faster
in practice, through the combined use of dynamic
programming and branch-and-bound [22].

3.2 Example: bitonic tours
In the bitonic tours problem, the feasibility predicate
is constant true, so the first condition is trivially
satisfied.
To also satisfy the dominance criterion, we need a
preorder S such that for any two tours t1 and t2: if
     t1 S t2 and length(t1) ≤ length(t2),
we have both

length(t1 ⊕ v) ≤ length(t2 ⊕ v)
and

length(t1 ⊗ v) ≤ length(t2 ⊗ v) .
That is, when we add a new vertex to either
unidirectional part of t1 and t2 , tour t1 is still shorter
than t2 . Clearly this condition can only be satisfied if
the endpoints of the unidirectional parts coincide.
We therefore define:

            ([a1, a2, ..., an], [b1, b2, ...,bm])
S
([c1, c2, ..., ck], [d1, d2, ..., dl])

   =
an = ck    and bm = dl   .

We define the preorder T to be trivially true, so that
the merge step degenerates into a simple list
concatenation. Because all tours obtained by
application of (⊗) have the same endpoints,
squeezing results in only one solution being added
to the list of candidates at each step. In this instance
the time complexity of the algorithm is therefore
quadratic.

3.3 Example: placing bus stops
In the bus stops example, the feasibility predicate is
the requirement that we place no more than n stops.
If we keep the number of allocated stops as part of
the generated solution, this is an easy test, so we can
take the predicate q in the generic algorithm to be
the feasibility predicate p itself.
     Recall that in this problem, the operator (⊕)
places a bus stop (by starting a new list partition
component), and the operator (⊗) skips a block (by
gluing it to an existing list partition component).
These two operators only preserve the order of
walking cost if two partitions have the same last
component. To wit, if

walk([x1, x2, ..., xk]) ≤ walk([y1, y2, ..., yi])
  and k ≤ i
  and xk  = yi

  and  i +1 ≤ n + 1
then

walk([x1, x2, ..., xk ,[a]])
     ≤ walk([y1, y2, ..., yi,[a]])

  and k+1 ≤ i+1
  and [a] = [a]
  and     k+1 ≤ n + 1 .
This is the relevant property for (⊕); the same holds
for (⊗). It follows that we can instantiate the
preorder S in the generic algorithm to

[x1, x2, ..., xk] S [y1, y2, ..., yi]
      =
              k ≤ i      and xk  = yi  .
It may appear that this is a computationally
expensive comparison, as xk  and yi are both
sequences. However, recall that [x1, x2, ..., xk] and
[y1, y2, ..., yi] partition the same list of blocks, so we
can make the test xk  = yi  by comparing the lengths
of xk  and yi.
     It remains to define a total preorder T for
ordering partial solutions. As remarked above,
making an appropriate choice can greatly benefit the



effectiveness of squeezing. A strategy that often
succeeds is to take a relaxation of S. Instead of the
conjunction (as in the definition of S), we take a
lexicographical composition:

[x1, x2, ..., xk] T [y1, y2, ..., yi]
      =
              k < i      or  (k = i and |xk | ≤ |yi|)  .
(Here |z| denotes the number of elements in the
sequence z.) Clearly this preorder is total, and
furthermore the operators in our decision process are
monotonic on this preorder.
     The resulting program for the bus stops problem
has time complexity O(nm2), where n is the number
of bus stops, and m the number of blocks.

3   Programming the solution
The generic algorithm has been presented in some
detail, but further work is required to actually
program the algorithm, once and for all, as a
software component. Such generic implementations
are the topic of much current work in specialised
branches of algorithm design, for instance in
computational geometry [25]. There, standard
algorithms are coded in C++, using features such as
abstract classes and templates.
     In this section, we sketch how our generic
algorithm can be programmed as a C++ template,
and we assess the suitability of C++ for exploring
generic algorithms. It turns out that C++ forces the
programmer to obfuscate the logical structure of the
algorithm, but in return it offers a high degree of
efficiency.
     We contrast the lack of expressiveness in C++
with that of the functional programming language
Haskell. Haskell allows us to concisely express the
algorithm as presented above, keeping its logical
structure, without severely compromising efficiency.
     It is assumed that the reader has some familiarity
with the basic concepts of C++, but not necessarily
with those of Haskell.

4.1 A program in C++
We model our algorithm through a template that
takes four parameters: a class of input items (called
Item), a class of solutions (named Sol), an integer
bound on the number of partial solutions, and an
integer bound on the number of input values. The
seven parameters to the algorithm are given through
pure virtual functions, with prototypes:
 seed e: seed(Sol&)

operator (⊕):    void op1(Sol,Item, &)
operator (⊗): void op2(Sol,Item,Sol&)
predicate q: int feasible(Sol)

preorder R: int cheaper(Sol,Sol)
preorder S: int lighter(Sol,Sol)
preorder T: int precedes(Sol,Sol)

     To use the algorithm, one instantiates the
template, and then derives a concrete class from that
instance. For example, in a solution to the knapsack
problem, we would define appropriate classes
named Item and Selection, and then
  class KpSdp : public Sdp<Item,Selection,50,100>
  { ... };
with methods to override the virtual functions that
are parameters to the algorithm. To use the
algorithm, one calls the constructor of KpSdp, which
takes an array of input items and its size as
parameters. Next, one calls the method sdp (defined
in the Sdp template) to carry out the calculation, and
a final call to report(&ostream) prints a solution.
One can then re-initialise with a different input set,
and repeat the processing.
     Using the C++ template Sdp is straightforward, if
somewhat cumbersome. The instantiation for the
knapsack problem, for example, takes about 70 lines
of trivial C++.
The main difficulty in the generic program itself lies
in the updating of the list of intermediate solutions.
In our description of the algorithm, that update
consists of four separate phases. First two new lists
of candidate solutions are constructed, using the
methods op1 and op2. Next, these two lists are
merged. Third, the infeasible solutions are removed
from the merged list. Finally, we squeeze the list,
removing any element that is dominated by one of
its neighbours.
     The obvious way of implementing the table of
intermediate solutions is through an array of fixed
size. Admittedly this places a burden on the
programmer to determine appropriate bounds, but it
leads to very fast code, and it avoids the memory
management problems that would arise from
pointer-based structures. Such problems become
especially nettlesome because partial solutions refer
to each other, so the complete solution can be
recovered from the table by report.
     Unfortunately, however, the separation Sol into
stages (of the list update) does not make sense for a
table of fixed size. The intermediate lists obtained
by merging, filtering and squeezing may easily grow
too large. The C++ program therefore has to
abandon this neat separation, and carry out all four
phases in an interleaved fashion. The resulting loop
has 4 levels of nested if statements. Some of this
complexity can be hidden through appropriate
procedural abstraction, but even then the code is
hardly conducive to experimentation. Our C++
implementation of the list update is about 50 lines,



so directly including it in this paper was quite out of
the question.

4.2 A program in Haskell
Haskell is a functional programming language in the
tradition of Lisp [5]. It differs from Lisp in a number
of respects, however. For example, Haskell is a
strongly typed language, and it does not allow any
side-effects whatsoever. Haskell programs are
evaluated lazily, so that an expression is only
evaluated if it is needed to produce the final result.
     Before we return to a discussion of the list update
step in our generic algorithm, it may be helpful to
first get an impression of what programs in Haskell
look like. In Fig. 4, the full text of our generic
algorithm is displayed; absolutely no detail has been
left out. It may seem odd that there is no mention of
types at all, and yet we claim that Haskell is a
strongly typed language. This is because in Haskell,
the compiler can automatically work out the types
by itself. One thus gets the advantages of type safety
without any of the burdens.

Fig. 4 Haskell program

listmin r = foldr1 choose
                  where choose a b = if r a b then a else b

meet r s a b = r a b && s a b

squeeze r []      = []
squeeze r [a]     = [a]
squeeze r (a:b:x) | r a b          = squeeze r (a:x)
             | r b a           = squeeze r (b:x)
                           | otherwise  = a:squeeze r (b:x)

merge r [] y        = y
merge r x []        = x
merge r (a:x) (b:y) = if r a b
                                   then a:merge r x (b:y)
                                   else b:merge r (a:x) y

purge v q t x y = squeeze v (filter q (merge t x y))

sdp r s t q o1 o2 c   = listmin r .
                                  foldr (step (meet s r) t q o1 o2) [c]

step v t q o1 o2 a xs = purge v q t
                                    [o1 a x | x <- xs]

       [o2 a x | x <- xs]

Instantiating the generic program in Haskell is an
equally snappy affair. Fig. 5 shows the code for the
knapsack problem. This instantiation does not only
compute the optimal value, it also returns a selection

that realises that value. The Haskell code is so much
shorter than the C++ equivalent  because we do not
need to declare an Item class and a Selection class:
these are just tuples of values. Furthermore, in lieu
of the rather cumbersome use of an abstract base
class, we can simply pass the parameters as function
arguments. The brevity is thus partly due to the fact
that tuples, lists and functions are all manipulated
with the same ease as values of primitive type (such
as integers).

Fig. 5 Instance for knapsack

kp c = the . sdp gv lw gv ok [cons,rhs] empty
           where value (x,v,w) = v
                  weight (x,v,w) =w

the (x,v,w) = x
gv s t = value s >= value t
lw s t = weight s <= weight t
ok s = weight s <= c
cons (a,b) (x,v,w) = ((a,b):x, a+v, b+w)
rhs (a,b) (x,v,w) = (x,v,w)
empty = ([],0,0)

Let us now examine how the Haskell program
implements the list update step. Recall that we
described this step as having four phases:
1. Construction of two new candidate lists, using

the binary operators (⊕) and (⊗).
2. Merging of these two lists with preorder T.
3. Removal of infeasible solutions with

predicate q.
4. Squeezing with the dominance criterion

(R and S).
All four phases are implemented in the function
called step. It takes 7 arguments: v is the dominance
criterion (R and S), t is the preorder T (capital names
have a special purpose in Haskell), q is the
feasibility test, o1 and o2 are the operators (⊕) and
(⊗). The penultimate argument a is an input item,
and xs is the list of intermediate solutions. The result
of step is the new list of intermediate solutions.
     The first phase of the computation is the
construction of two new lists:

[o1 a x | x <- xs]  and  [o2 a x | x <- xs] .
This feature of Haskell, which allows us to use a set-
like notation for lists, is a useful shorthand. These
two lists are passed as arguments to the function
purge.
     The function purge performs the next three
phases of the computation of the new list of
intermediate solutions. Its definition shows these
phases as successive function applications:

squeeze v (filter q (merge t x y)) .



The function (merge t x y) merges the two candidate
lists, (filter q) removes all elements that do not
satisfy q, and finally (squeeze v) removes dominated
neighbours.
     It now appears as if our Haskell program suffers
from precisely the problem that we sought to avoid
in C++, namely the creation of huge intermediate
results. This is however not the case, because all
expressions are evaluated lazily. This implies that
the four phases of step execute in tandem: the
elements of the two candidate lists from the first
phase are generated on demand by merge. The result
of merge is generated on demand by filter, and the
computation of each element from filter is triggered
by the computation of squeeze. The four phases thus
interact in much the same way as pipes do in the
Unix operating system. It follows that, despite the
nice compositional description in the program, we
produce the same entangled computation that had to
be explicitly coded in C++.
     Interested readers may wish to glance at [24],
which describes the same generic algorithm as this
paper, for an audience of programming language
researchers. In particular, it contains the full Haskell
code for the bitonic tours and bus stops problems.
As in the case of knapsack, the instantiations are
extremely compact.

5   An Algebra of Programs
In his Turing Award lecture, John Backus suggested
that functional programs (written in languages such
Haskell) form an algebra, and that programs can be
algebraically manipulated to improve their time and
space behaviour [2]. The example of the previous
section gives some credence to the possibility.
Haskell programs are so short that their algebraic
manipulation is practically feasible.
     In joint work with Richard Bird [4], I have been
constructing just such an algebra, for the purpose of
classifying common solution methods in
combinatorial optimisation, such as dynamic
programming, greedy algorithms and branch-and-
bound. One starts with a generic problem, like that
described in Section 2, expressed as a program
itself. The aim is then to find conditions under
which the inefficient but clear program can be
rewritten (through a series of algebraic
manipulations) to an efficient program. Such an
approach to program derivation and classification
was pioneered by Darlington [8,9,13], who
illustrated its use in the area of sorting algorithms.
      There is a problem, however, in applying this
strategy to optimisation problems. More often than

not, the specification is indeterminate, because there
may be several solutions that realise the same
optimal value. It follows that any functional
program embodies a decision as to which of these
equally acceptable solutions is returned. That very
early design decision might then preclude the
synthesis of an efficient algorithm. To keep our
options open, the initial problem statement should
specify a relation between input and output, say P.
The programmer's task is then to find a total
function f so that

f ⊆ P .
Because total functions are just a special kind of
relation, it follows that in our algebraic
manipulations we wish to manipulate relational
expressions, as a generalisation of functional ones.
     The idea of reasoning about programs in terms of
relations is an old one ([4] describes its history, and
cites references). However, we cannot immediately
use those works to realise Backus’ vision, because
we also wish to profit by the benefits of functional
programming, in particular the treatment of
functions as first-class values, that can be passed as
arguments to other programs. Fortunately, the view
of relations offered by category theory allows one to
generalise all the important operations from
functional programming to relations in a canonical
manner.
     These are the twin ingredients of the algebra of
programming that Richard Bird and myself have
constructed: the calculus of relations, and the use of
category theory to generalise important operations
from functional programming to relations. We have
used it to identify and formalise a number of
algorithmic paradigms, in particular two views of
dynamic programming. One of these was informally
explained in this paper; an alternate view of
dynamic programming is somewhat more general,
but more difficult to implement directly as a
software component.
     It would go beyond the scope of this paper to
give a full introduction to all the necessary
terminology of this algebraic approach. Instead, we
shall attempt to give the reader an impression of its
nature by phrasing the generic problem that is the
subject of this paper in terms of the calculus.

A relation is a set of pairs. General relations are
written with capital letters, and functions have
lower-case identifiers. We shall often read relations
as non-deterministic mappings, which take an input
on the right and produce an output on the left. For
example,

a P b



says that a  is one possible result when P is applied
to b. Relational composition is written as an infix
dot, and it is defined by

a (P ⋅ Q) c
=
∃ b : a P b ∧ b Q c  .

In the special case that P and Q are functions, this
coincides with the usual definition of function
composition.
      We have chosen to view relations as sets of
pairs, but one could also view them as set-valued
functions. That is, given a relation R, the
corresponding set-valued function is written ΛR:
 ΛR (b) = { a | a R b } .

      Using the notation introduced above, our generic
problem can be formulated as follows:

Sdp = min R  ⋅  filter p ⋅  gen op1 op2   .
Here R is a preorder, p is a function returning a
boolean result, and op1 and op2 are binary functions.
The relation min R relates a set to its minimum
elements:
     a (min R) x

=
a ∈ x  ∧ (∀ b ∈ x : a R b ) .

The function (filter p) removes all infeasible
elements from a set:

filter p x = { a | a ∈ x  ∧ p a }   .
It remains to specify the decision process that takes
a list of input items, and returns a set of candidate
solutions. We shall do so through the function foldl,
which is very commonly used in functional
programming. It takes a function of two arguments,
a seed value and a list, and it returns the left-to-right
sum of the list, as shown in

foldl (⊕) e [a1, a2, ..., an]
=
((e ⊕ a1) ⊕ a2 ) .... ⊕ an  .

This is where the category theory comes in: it tells
us that there is a canonical generalisation of foldl
where (⊕) is a general relation and not just a
function. Furthermore, that canonical generalisation
satisfies the same algebraic properties as its
functional counterpart. In this particular example, it
is easy to see what the canonical generalisation is.
At each step, we apply the nondeterministic
mapping (⊕), effectively making a choice at each
step of the iteration. This suggests how we can
define our decision process:

gen op1 op2

=
Λ (foldl (op1 ∪ op2) e) .

The programmer’s task is to turn this specification
into a program, using the algebraic properties of the
operators involved. The details of this calculation
can be found in Chapter 8 of [4].

6   Related work
The generic algorithm presented in this paper owes
much to the pioneering efforts of others. In
particular, it was inspired by the seminal paper on
sequential decision processes by Karp and Held
[20]. Our view of dynamic programming is also
heavily influenced by the work of Helman [18,19].
Helman actually states a program scheme that is
even more general than that considered here; it is
however not clear to us how that scheme can be
efficiently implemented as a software component.
      Many specific algorithms have elements in
common with our generic program. We already
noted that the idea of merging and squeezing was
borrowed from the work of Ahrens and Finke [1].
The use of dominance criteria to speed up naive
dynamic programming algorithms has been
investigated in the algorithm design community
[15,16,30]. Some of these efforts have focussed on a
generic problem that is less general than the one in
this paper, namely the least weight subsequence
problem [19].
      In programming methodology, our work is very
much akin to that of Smith [27,28]. Smith’s notion
of problem reduction generators is quite similar to
the generic algorithm presented here. However,
Smith does not state a generic algorithm: instead, he
seeks to express his result as a meta-program, that
given a specification, will produce an efficient
implementation of a dynamic programming
algorithm.
      There is a wealth of work in programming
methods and language research on efficiently
implementing recursion equations [10,26]. This
requires the programmer to first express a solution
as a recursive program (the 'functional equations' of
dynamic programming), which gets subsequently
optimised (through some form of tabulation) to
efficient iterative code. The most recent example of
such work is that of Liu [21], who has achieved a
high degree of automation. As explained before, we
wish to model the whole process of dynamic
programming, and not merely the tabulation phase.
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