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Abstract: n this pger eanbeddedvecr quanttizaion of wavelet cafficients is presated. The codifietion
metha is an extersion of the ae described in [1], where & image is trarsformed wsing the schame propsed
by Mallat with symmetric extersion. Results have be@ improved sgnificantly with the introduction of the
embeddedvecta quantization, getting results very close, even letter, to tho® obtaned wing the best published
algorithms for diff erent bit per pixel rates ard for different images.

The main cleracteristics of this new caler are: totally embedde code ad codification without kegoing in
mind ary relation betveen the subbands. Oh the other hand themain differences with the algorithm proposed in
[1] are The useof bidimensioral veciors, coefficients are ot grouped into positives and neyatives amwl a bit
which indicatesif there aresignifi cant caffi cients has leen wsed.
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1 Introduction

The stepsof the developed coder can be sumad
up in threestages: trarsformation, quantization and
codification. In the first stage, a wavelet
decamposition is done using Mallat schene with
the whole-point gmmetric extersion. This
decanposition, as has keen widely probed,
becanesvery usefll for image canpressia, since
it provides not very corrdated ca&fficients
repreenting the image and inmost d the natural
images the eergy is concetrated into a few
coefficients whiti belorg to the low frequency
subbawls. Since the whole-point symmetric ha to
be usd to avoid first order discontinuities
biorthagondl filters are reede.

In the secad stage, in the coder under study, an
embedda vecta quantization (EVQ) based on
sucessve appoximations is propeed. Vector
guantization (VQ) ha bee found to offer
advantages o/er scala quantization, specially when
same kind of demnderties eist between
coefficients. If the preended schene is an
embedded onea chamge of philosoply in the
regions design and ecorstruction values mus be
done which will be described in section.ZThe
EVQ brings forward better resllts in dbjective

quality measurenents and furthemore an
incremert in the sged coding is adieved since
compares fall dow to half of the scalar case.

The third stage is carried ait with [1] as start
point. Sane modifications has been introduced
such as: no difference between positives and
negatives coefficients ha been corsidered ard a bit
indicating if the sulibard has significant elements
has leen wed in every sucessive approxination.
Results dtained verifies the EVQ efficiency with
regard to scalar gantization behaviour, ard as
good even better as the ones pblished with the
beg embedded ajorithms published.

2 Embedded Vector Quantization

As mentioned before, vector quantization may
improve scabr quantization if the coefficients are
related. The result of the wavelet decomposition is
merely correlated coefficients. Howeer, the
correlation of the wefficient magnitudes is hgh
enogh to ty to use the callt EVQ. The
correlationcoefficients for the different groups of
wavelet coefficients are preseted in table 1 for
Lena mage.



p[1,0] |p[0,1]
D1 | 0.636| 0.630
V1 | 0.667 | 0.642
H1 | 0.693| 0.648
D2 | 0.654 | 0.609
V2 | 0.639 | 0.636
H2 | 0.711] 0.602
D3 | 0.597 | 0.567
V3 | 0.608 | 0.550
H3 | 0.740| 0.577

Table 1. Correlation coefficients of the wavelet
coefficients.

In the proposed quantization the start point will
be the transformed image. A pair of consecutive
coefficients can be defined as the projection of a
bidimensional vector, so these components can be
transformed into a magnitude and an argument like
it is done with a complex number. Now a Voronoi
regions design must take place, but if an EVQ
scheme is pretended the Voronoi regions must be
selected in a successive approximation way. Figure
1, presents the distribution of the vectors in an
image, where every two consecutive coefficients
form a vector.

In order to achieve better results it is necessary
to send in first place those vectors that introduce
biggest error, that is to say in the orthogonal case,
those with high magnitude. In the biorthogonal case
is nearly impossible to prevent the effect of every
vector candidate to be sent. So although the error is
not only a function of the magnitude of the
coefficients, for the proposed coder the orthogonal
optimum solution, based on attaching more
importance to those with high magnitude, has been
chosen.

So now all coefficients are building vectors, whose
argument is between zero amd2 since only
absolute value is considered to form the vector. In
figure 2, the evolution of the EVQ of a vector is
illustrated. At the begin of the EVQ process, in
order to get successive approximations a threshold
2N is taken, in such a way that the maximum of the
vectors magnitudes belong to the interval 22"*7).

The threshold divides the vectors in two groups;
those whose magnitude is larger than the threshold,
significant vectors and those smaller. Let the first
threshold 2 and the vector (257,125) the first
vector to quantize. The vector is transformed to
(285.78,0.45) in a magnitude and argument form.
Some information has to be sent to locate the

significant vector in the recovered matrix, since no
all coefficients are considered. Until the moment in
which the vector is point out as significant, the
vector is reconstructed as a null vector. When a
vector results significant, two bits indicating the
sign of the coefficients and a bit to refine the
argument must be sent to the decoder. So in the
example, after transmit the associated information
to the significant vector, the vector is reconstructed
with (3847v8). The shadowed area in figure 2(b) is
the associated area to the reconstruction value
(38477Y8). This coding step is called dominant pass
and is done with all the vectors whose magnitude is
greater or equal than the threshold.

After the dominant pass, the threshold is update,
(2" in the example) and the information of the
subordinate pass is sent. This information is two
refinement bits for each coefficient that previously
resulted significant. One bit for the magnitude and
one bit for the argument.

From the subordinate pass, the vector of the
example is reconstructed with (321,86) and the
shadowed area in figure 2(c) corresponds to this
reconstruction value. If the coding process is
stopped at this moment, the reconstruction of the
two coefficients is (266,177).

As can be deduced from the previous, uniform

distributions in the magnitude and in the argument
have been supposed.
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Figure 1.Coefficient distribution



3 Results

Results for four test images and also those obtained
with Said & Pearlman algorithm are presented in
tables 2, 3, 4 and 5. The four cases are black and
white images with dimensions 512x512 and 8 bpp.
Bits per pixels rates obtained in every case have
been calculated from the length of the file where
they are stored. It has never been considered
entropy coding which implies greater reduction of
bit per pixel rate. Arithmetic coding in [3] may
produce an improvement of 0.3 to 0.6 dB for the
same bit per pixel rate and similar increments will
be expected in the proposed coder.

The measure of distortion is the peak signal to
noise ratio (PSNR) which is derived from the mean
squared error.

2
PSNR=10l0g,, 22
mse

4 Conclusions

Results obtained show, for several rates in the
FINGPRINT image and in the GOLDHILL image a
slightly better behaviour of the coder developed in
this work with regard to SPITH. Results obtained in
the LENA image and in BARBARA image are also
very similar to those obtained with SPITH. In all
cases can be said that EQV gives better results than
scalar quantization. These results lead us to assign a
relative relevance to the relation between the
coefficients of different frequency bands.

This article’s main contribution is that it is more
important to exploit the intra-band relations of
wavelet coefficients than the inter-band. So new
coders can be developed in order to achieve faster
speed coding or select different schemes for the
wavelet transformation, like the best-basis wavelet
packet transform.
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Figure 2. Evolution of the EVQ
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sc. cod. vec. cod. SPIHT]
0.1 bpp 28.22 28.46 28.48
0.2 bpp 30.60 30.90 31.12
0.3 bpp 32.06 32.54 32.81
0.4 bpp 33.23 33.59 33.92
0.5 bpp 34.37 34.65 34.90

Table 2. Results for Lenna (512 x 512 pixels)



sc. cod. vec. cod. SPIHT]
0.1 bpp 24.15 24.34 24.37
0.2 bpp 26.21 26.49 26.68
0.3 bpp 27.46 28.17 28.66
0.4 bpp 29.34 29.56 30.32
0.5 bpp 30.49 31.37 31.62

Table 3. Results for Barbara (512 x 512 pixels)

sc. cod. vec. cod. SPIHT]
0.1 bpp 26.03 26.14 26.00
0.2 bpp 27.89 28.16 28.19
0.3 bpp 29.81 30.03 29.69
0.4 bpp 30.62 31.00 30.97
0.5 bpp 31.76 31.92 31.94

Table 4. Results for Fingprint (512 x 512 pixels)

sc. cod. vec. cod. SPIHT]
0.1 bpp 27.43 27.77 27.64
0.2 bpp 29.27 29.48 29.50
0.3 bpp 30.32 30.86 30.81
0.4 bpp 31.30 31.67 31.79
0.5 bpp 32.22 32.52 32.68

Table 5. Results for Goldhill (512 x 512 pixels)
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