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Abstract: - Treating number of customers and time as random variables and taking into account binary 
behaving of customers in shopping, the general expression for marketing distribution is formulated. 
Binary probabilities are averaged by means of beta distribution. On the basis of the general formula and 
some of its specifications, the ways of marketing advantages are proposed. Among the advantage 
approaches the two ones are stressed: maximum-likelyhood-methode combined with transition to new 
random variable and method of composition of distributions. The application of theoretical results in 
practice is discussed in detail. 
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1   Introduction 
The role of mathematical statistics methods in 
different domains of human activities becomes, in 
nowadays, more important and more necessary. By 
means of statistical methods can be estimated 
different risk categories (elemental catastrophes, 
fires, explosions, business, sports etc.), the 
behaviour of different business trends can be 
predicted, the expected result of elections can be 
determined and so on. The successful application of 
mathematical statistics methods in mentioned 
activities is the reason for including of these 
methods in marketing processes. It can be done in 
most wide sense starting from selling in shops up to 
interactions of multinational companies [1,2].  

Our goal is to formulate a model of 
marketing processes, which would satisfy the 
following conditions: 

- distribution formulae of the model have to 
be relatively simple and convenient for rapid 
estimate of marketing situation,  

- model has to be "elastic", i.e. adoptable to 
maximal set of different marketing situations,  

- the starting formulae of the model have to 
be accessible rapid changes, capable to follow 
changes of marketing trends,  

- model has to be as realistic as it is 
possible.  

The starting assumption of the model is that 
basic random variables in marketing are time intervals 
and number of customers. The behaviour of customers 
has binary character: the customer buys goods or does not 
buy it.   

On the basis of the model formulated by 
mentioned requirements and obtained distribution 
function together with its main characteristics 
(mathematical expectation and dispersion) some 
elementary estimates were done. Besides, different 
possibilities of advancing of model are proposed. 
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The aim of these advances is better adopting of the 
model to real situation. Attempts of advancing used, 
are composition of starting distributions as well as 
the linear transformation of random variable 
combined with Maximum-likelyhood-methode.   

Finally, an illustrative example of profit 
estimate as well as the possibilities of bankrupt is 
quoted.  

 
 

2. Formulation of the Model  
In introductory part it was said that time and 

number of customers are random variables of the 
model and that binary behaving of customers is 
assumed. It is the reason to start the formulation of 
method from general formula for analogous 
situation, which most often arises in problems of 
life-insurance [1]:  

 ( ) ( ) ( )1 1k k k kW j q W j i p W+ += − + k i  (1)

In this formula W is distribution density of life-
insurance persons, index j counts time units, index k 
counts insuranced persons, p is surviving probability 
of insuranced persons in some time period, while q 
is dying probability. It is clear that 1=+ qp  and 
that p and q are dependent on k as well as on 
additional time index which is denoted with i.  
 The quoted formula (1) is very complicated 
for calculations. In order to simplify formula (1) we 
shall substitute  and  with some constant 
average values p and q. The problem of averaging p 
and q will be discussed later. In accordance with this 
(1) goes over to:  
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 Formula (2) is double recurrent. For fixed 
 and , and initial condition 0jj = 0=i ( ) 000 =W , it 
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Obtained expressions are valid for all values of k. If 
 formula (2) gives combinations  
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Further formulation of the model is based on 
the assumption that the probabilities ( ijWk −0  and 

 are proportional to magnitude of time 
intervals:  and . This 
assumption is quite logical and, by the way, such 
assumption was the basic one for deriving of 

Poisson's distribution. Taking into account that every 
 is proportional to  or , we choose 

proportionality factor as arithmetic average of  

and , i.e. 
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. This leads to the formula, 

valid for arbitrary j, 
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(3) 

The last stage of the formulation of the 
model is the following: distribution density that k 
customers take part in shopping in time moment j is 
given as a sum distribution densities ( )( )jW i

k  over 
all values of time ji ,...,2,1,0= . This distribution 
density will be denoted with . So we obtain: ( )jGk

( ) ( ) ( )1
4
1

++= jjqpjG kk
k . 

Distribution density G has to be normalized. 
If we take that marketing process is lasting for J 
time units and that N (N is of the order  - ) is 
total number of customers, we can write: 
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Calculating the sums we find 
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This gives: 
 

( )( )21
12
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=
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(7)

Consequently, the normalized distribution 
density G is given by 

( ) ( )( ) ( )( )kk
k qpjj

JJJ
pqjG ++

++
= 1

21
3

 
(8)

This formula represents the basic one of our 
model and it defines probability density to k 
customers participate marketing in time moment j.  

Although the procedure of obtaining the 
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model distribution G was exposed in detail, we wish 
to point out that the model distribution is not the 
solution of formula (1). Formula (1) only inspired us 
to derive the expression for model distribution G. In 
formula (1) was made a wide set of approximations. 
Besides, it was assumed that distribution density is 
proportional to the magnitude of time interval. 
Simplified formula (1) was used for determining of 
proportionality factor form and this is maximum of 
formula (1) participation in the model formula (8). 

It is of interest for further analyses to 
determine, separately, time-dependent probability 
density  and probability density depending on 

number of customers k only 
jΨ

kΦ . 
According to the rules of probability theory, 

the probability  represents the sum of jΨ ( )jGk  over 
all values of k. This summing is very simple and it 
will not be quoted. We quote only the final result: 

 ( )
( )( )21

13
++

+
=Ψ

JJJ
jj

j  
(9)

Summing G over all values of  j we get 
distribution density depending on number of 
customers  

 ( )kk
k qppq +=Φ  (10)

Application of formulas (8), (9) and (10) 
will be analysed later. Here we shall pay attention to 
determining average values of binomial parameters 
p and q.  

There exist a series of statistical 
distributions, which could be used for averaging 
parameters p and q, but beta distribution seems to be 
the most convenient due to two reasons. One of 
reasons is the fact that beta distribution [1] is two-
parameters one and this gives wider possibility for 
more real choice of averages. Second, more 
important reason, is connected with the fact that 
random variable x lies in the interval . The 
binomial parameters p and q lie in this interval, also.  

[ ]1,0

The density of beta distribution is given by: 
 

( ) ( )
( ) ( ) ( ) 11 1 −β−α

αβ −
βΓαΓ
β+αΓ

= xxxB ; 

 [ ]1,0∈x

(11)

In this formula α and β are beta distribution 
parameters, while Γ is gamma function [3,4]. The 
expected value random variable X which will be 
denoted with XÊ , where Ê  is the operator 

, is: ( )( )∫ αβ

1

0

...xdxB
β+α

α
=XÊ . 

Beta distribution has one maximum and its 
location is defined by the condition: 

 ( )( ) ( ) mm xx 111 −β=−−α  (12)

which is obtained by equating 
x
B
∂
∂

 with zero. 

 Here will be quoted a set of illustrative 
examples for defining average values of  p and q.  

A year has twelve months so that for time 
unit will be taken one month. It is known that sale is 
increased in September (ninth month) because 
customers are buying vegetables and fruit for winter 
period. It is reason to determine beta distribution 

parameters α and β for 
4
3

12
9
==mx . We shall take 

that xp =  and xq −= 1 . Since p has to be higher 
than q (due to increased sale in September) we shall 
take 2=β . For this value β, on the basis of (12), we 
obtain 4=α  and in such a way we finally have 

3
2

=p  and 
3
1

=q . 

Shortly before New Year Day (we shall take 

30
29

=mx  and 2=β ), the sale is very intensive. For 

quoted  and β we obtain . Including this 
into expression for expectable values we get 

mx 30=α

16
15

=p  and 
16
1

=q .  

Now we shall consider an example 
corresponding to the minimum sale. It is the period 
between 1. January and 10. January, usually. For this 

case we can take 
20
1

=mx  and . As earlier we 

take 

2=α

xp =  and xq −= 1 . Expectable value of p is 

11
1

, while for q is 
11
10

. In similar way can be shown 

that for 
4
1

=mx  (March) average of p is 
3
1

, while 

average of q is 
3
2

. For 
2
1

=mx  averages of p and q 

are equal, i.e. 
2
1

== qp .  

The analyses exposed, clearly point out that 
in second half of year decreasing of the sale 
decreases p and it is expectable result. For minimal 
sale in the first half of year we obtain q>>p and this 
is expectable, also. If we have maximum of sale in 
first half of year or minimum of sale in second half 
of year then is necessary to p and q change roles, i.e. 
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for intensive sale in first half of year q has to be sale 
probability and vice verse, for minimum of sale in 
second half of year p has to be probability of sale 
cancellation.  

The determining of averages p and q must 
not be done by means of beta distribution. It can be 
done, in principle, by means of arbitrary distribution 
having extremum, but the calculations are more 
complicated.  

It is important to note that illustrative 
examples quoted have practical significance. Using 
these examples salesman can predict what sale can 
expect in different time periods and consequently to 
fight for the optimal regime of selling.  

The analysed marketing process lasting one 
year. The marketing process lasting one day (twelve 
hours) is very similar so that quoted can be 
translated to one day marketing process.  

It is very important to point out that 
averaging by means of beta distribution can inspire 
maximum elastic behaving of salesman with respect 
to expectable changes of marketing trend in period 
of intensive sale. He can advantage the sale in 
mentioned period improving service and quality of 
goods. The intensifying advertising is necessary, 
also.  

Now we shall calculate statistical some 
characteristic of distribution jΨ  and .  kΦ

Statistical distributions are determined by set 
of characteristics [2, page 18]. We shall not quote all 
these characteristics since it requires many 
calculations and much space. Here will be found 
only two characteristics, which are the most 
important for marketing processes. Those are 
mathematical expectation, i.e. average value of 
random variable and dispersion, which represent 
measure of deviation with respect to average value. 
Following the definition of mathematical 
expectation we can write for the distribution jΨ : 

 

0
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j
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Êj j
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On the basis of dispersion definition we 
have: 

 ( )22ˆ ˆ ˆDj Ej Ej= −

We note that the sums of the type , 

leading to the results (13) and (14), are taken form 
[3].  

∑
=

N

s
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1

In deriving mathematical expectation and 
dispersion for distribution density  we have 
taken upper sum boundary infinite since number N 
of customers is very big. We used auxiliary formula  

kΦ

 

a
aS

k

k

−
== ∑

∞

= 1
1

0
0 ; . 1<a

(15)

Two derivations of (15) with respect to a 
give 
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Using (16) and (17) we obtained 
mathematical expectation in the form 

 
31ˆ

0
−=Φ=∑

∞

= pq
kkE

k
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(18)

and the dispersion as: 

=  

( )
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It is interesting to note that  and  

have minimal values in the case when 

kÊ kD̂

2
1

== qp  . 

These minimal values are  and .  1ˆ =kE 2ˆ =kD
The analyses of this section will be finished 

determining the distribution  in continual 
approximation. This continual distribution will be 
denoted with 

kΦ

( )kΦ , where k is continual variable. 
This translation to continuum is justified by very big 
number of potential customers. The transition 
symbolically can be expressed as 

( ) ( )kk
k qpk +=Φ→Φ const , where, in the last 

expression, k represents continual variable. The 
sums have to be substituted by integrals taken form 
zero to infinity.  

The first stage requires normalization of 
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density , i.e.: ( )kΦ
 

( ) ( ) 1const
00

=+=Φ ∫∫
∞∞

kk qpdkkdx . 
(20)

Using the formula we can 
write (20) in the form: 

axax x

a lnln ee ==

 
( ) 1eeconst

0

=+∫
∞

−− QkPkdk , 
(21) 

where  
 ( )∞∈−= ,0ln pP ; 

( )∞∈−= ,0ln qQ . 

(22) 

Integrals in (21) can be easily solved. 

Solving integrals we get 
QP

PQ
+

=const . 

Consequently for normalized distribution density we 
obtain: 

 
( ) ( )QkPk

QP
PQk −− +
+

=Φ ee ; 

pP ln−= ; . qQ ln−=

(23)

Using this continual variant of density we 
shall determine average value of consumers number 

 and the deviation of this average value 

.  These averages will be 
found by means of generating function. The 
generating function for continual distribution density 

 is defined as  

kÊ
( )22 ˆˆˆ kEkEkD −=

( )xf
 

( ) ( )∫=γ
b

a

tx xfdxet . 
(24)

The importance of generating function 
consists in the fact that statistical moments of the 
order n , i.e.  are determined by n-th derivative 
of this function taken for 

nxÊ
0=t , i.e.: 

 
0

ˆ
=

γ
= tn

n
n
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dxE . 
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Generating function for distribution ( )kΦ  is 
given by 
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∞
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Since we are looking for mathematical 
expectation and dispersion we shall by means of the 
formulas (25) and (26) determine the first order 
moment  and the second order moment . 
Since  

kÊ 2ˆkE
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and 

( ) ( ) ⎥⎦
⎤

⎢
⎣

⎡
−

+
−+

=
γΦ

332

2 112
tQtPQP

PQ
dt

d . 
(28)

 
we immediately obtain  
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Using (29) and (30) we obtain the expression for 
dispersion 

( )22ˆ ˆ ˆDk Ek Ek= − =  
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The determined averages (29) and (31) are 
expressed in terms of parameters P and Q. They 
have to be expressed in terms of parameters p and q. 
It can be easily achieved by substitutions 

pP ln−=  and qQ ln−= . Since this substituting 
is simple we shall not quote the expressions (29) and 
(31) in terms of p and q.  

In future analyses the attention will be paid 
to some methods with could be able to advance 
distributions jΨ , kΦ  and . In order to 
achieve that, we shall use the method of composition 
(convolution) of distributions and method of going 

( )kΦ=  
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over to new random variables combined with 
Maximum-likelyhood-methode.  
 
4   Conclusion 

The analysis of application of the 
mathematical statistics methods in marketing 
enveloped a set of approaches, which could advance 
the marketing process. If reader asks: what are the 
conditions of successful marketing, our answer is the 
following: these conditions are known a long time 
ago. Those are high quality of goods, high quality of 
serve, lowering of prices, advertisement of goods, 
the permanent following of marketing trends and 
general financial situation etc. Since the quoted 
conditions are known, the following question is 
natural: What is the benefit of such abundant 
analysis? The answer is clear:  the analysis gives 
series of instructions when and how must be acted in 
the marketing process advantage direction. 
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