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Abstract: The analysis of the gas concentration is an important problem in a wide area of industry and several home 
applications. It concern medicine, chemical industry, mountain, gas industry. The important significance such 
analysis has in building and construction engineering, housing et cetera. 
Now different systems are applied to a control of concentration, including the closed-loop ventilation schemes. In a 
lot of them sensors with high accuracy are applied. But, as a rule, applied effective techniques of estimation of 
concentration in a feedback control are rarely. 
In this paper presented new closed-loop scheme of monitoring and control of gas concentration. It uses 
performance, reliable approach of regression function evaluation that suits well for several of estimation problems 
and applications. In paper described application of the least-squares method for solving the estimation of 
concentration problem. Cases of nonlinear dependence regression function of time and estimation approaches for 
such cases considered. Means of obtaining the interval bounds for derived regression function are in details 
described.  Both the cases of a linear dependence concentration of time and nonlinear dependence explained. 
Choices of nonlinear regression function linearization considered. Influence of confidence intervals on action of 
ventilation control system, its reliability and reaction under sudden perturbations investigated closely. Methods of 
definition upper and lower regression bounds depending on sensors instrumental errors are given. These bounds 
determine the prognosis of regression function and system behavior in general and used as a condition for closed-
loop control. 
Implementations of the approach and simulation results are reported. Modeling of action the real system with this 
method presented. Comparison with the similar ventilation control schemes without applying regression estimation 
is given. Described method provides high reliability and robustness with computational simplicity using standard 
precision sensors and closed-loop clarity and minimalism.  
 
Key-Words: Confidence interval, Control system, Gas concentration, Mean square value estimates, Measurements, 
Observation error, Robustness, Sensor, Standardized normal distribution, Ventilation 
 
1   Introduction 
Consider a system, composed of pollution gas 
source, indoor closed-circuit ventilation scheme, 
sensors and closed-loop control module, as shown in 
the Figure 1.  
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Fig.1: Ventilation system with direct control. 

 

2   Problem Formulation  
2.1 Problem statement  
Problem of such scheme is the impossibility of 
instantaneous ventilation control in allowable values 
caused by inertance of the ventilation system and 
delay of Gassing source–Sensor–Ventilation control 
communication. Also there is a limitation on 
permanent action of ventilation. It can be caused by a 
number of reasons like energy saving, concentration 
bounds constraints and so on. 
Thus, the lag effect in such control schemes makes a 
problem. There is a necessity of control system delay 
correction. It can be realized by prediction of 
concentration behavior with function of time. 
Generally, the time dependence of concentration is 
unknown.  Problem is also definition of confidence 
intervals for the prognosis function. As additional 
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condition we should have the value of concentration 
strictly in given bounds in all time of system action.      

 
 

2.2 Proposed Method  
The effective solution of these problems proposed. 
Suggested scheme uses estimation for gas 
concentration (Figure 2). 
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Fig.2: Ventilation system based on estimation of gas 

concentration. 
 
The algorithm of ventilation system operation 
includes stages: (Algorithm 1) 
1. The ventilation is off, the probable growth of 
gas concentration is predicted. Regression with its 
bounds is calculated. The system operates in the 
tracking mode. 
2. If regression upper bound exceeds defined 
upper boundary, then ventilation turns on. The 
system operates in the ventilation mode. 
3. If regression lower bound reaches defined 
lower boundary, then ventilation turns off. The 
system passes in the tracking mode again. 
Such algorithm of operation brings economic benefit. 
It allows applying more power ventilation 
components [1,5,7] without additional expenditures 
that increases reliability. Mathematical technique sets 
up required certainty and durability. 
Key phases of the method: 
1. Find gas concentration dependencies of time 
when ventilation turned on and turned off. 
2. Calculations of regression function for 
obtaining point estimations of concentration. 
3. Computations of interval bound estimations 
of regression with defined confidence band. 
4. Forming set of control actions based on 
estimated regression function and its bounds. 
As a measure of method efficiency there is matching 
its implementation with existing ventilation control 
systems. The purpose is to clear up facility and 
applicability of assumed method. 
 
2.3 Main assumptions  
Consider that is regression dependence of one 
random variable Y  – indoor gas concentration from 
other random (or nonrandom values) 
variables kXX ,...,1 . Variables kXX ,...,1  mean the 
input gas flow concentrations, speed of gas flow and 
other real characteristics. Random variable Y  is 

named output response, and kXX ,...,1  – input 
factors.    
Regression model of observational data shows 
statistical dependence between variables. Such model 
considered below. 
Suppose, that observed response value is sum: 

ε+= )(xfy ,     (1) 
where )(xf  is function of input factors 

),,...,( 1 kxxx =   and ε – stochastic variable is called 
regression model error. The stochastic error ε  means 
influence of some random factors, response 
variability and measurements error. 
The problem statement in terms of regression 
analysis is to produce estimation of 
function )(ˆˆ xfy = , by stochastic experimental data 
sample ),( ii yx : nixfy iii ,...,1,)( =+= ε  
Assume, that regression function can be described by 
unknown parameters lββ ,...,1  or its vector 

),...,( 1 lβββ = : nixfy iii ,...,1,),( =+= εβ  (2) 
In this case estimation of regression leads to 
evaluation of unknown parameters: )ˆ,(ˆˆ βxfy =  
For example, in linear regression model regression 
function can be represented as:  

,,...,1,10 nixy iii =++= εββ    (3) 

where β  is two-element vector parameter 

).,( 0 lββ  
Such function is regression dependence ),( βxf  
linear in relation to unknown vector parameter β . 
In most cases gas concentration dependence of time 

is linear regression function, but response y  
dependence of factors x  may be not. 
 
 
3   Problem Solution 
3.1 Definition the variation functions of gas 
concentration 
When ventilation is off and gas flow is almost 
invariable the concentration of gas in internal air 
varies directly as exponential function. Since in an 
index of an exponent is a slow variable then it is 
possible to ignore curvature of an exponential 
function on some considered interval. Thus there is a 
possibility of linear approximation of varying 
concentration function. 
When ventilation is on it is also possible to suppose 
linear estimation of concentration varying. 
For sudden gas emissions it is difficult to forecast 
precisely concentration dependence on time, but in 
most cases it can be defined by the second-order 
function. 
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The laws defining gas concentration dynamics in 
closed space: 
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where 21,cc  – gas concentration in exuding gas 
mixture and absorbing air ( 02 =c  – absorbing air is 
pure), 

21 , FF  – flows of gas mixture and ventilation air, 

ВFF ,  – flows of input and output ventilation air, v – 
volume of enclosed space. 
Obtain set of equations: 





+−+=
−+−=
)(

)()(

21

2211

BFFFFv
FccFccvc

&

&
   (5) 

 
3.1.1   Conditions of concentration dynamics in 
the system:  
 
With automatic ventilation control: 

)()0( 1tcc = , where 1t – time of ventilation start. 

0)0( vv = , BFF =2  
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1  ,  02 =c  , the possibility of sudden gas 

ejection is considered (fast variation of gas 
concentration – tc10  in input exuding gas flow), 
where 10c – gas concentration in exuding gas 
mixture. 
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Transfer function for the system: 
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+
=∞  – steady-state value of gas 

concentration in enclosed space air.  
 
Without ventilation: 

02 == BFF , FF =1 , cc ≥1 , tctc 101 )( =  – there 
is permanent gas ejection into enclosed space air with 
concentration of gas in mixture constc =10 . 
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Transfer function: 
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10)( cc =∞ – steady-state value of gas concentration 
in enclosed space air is equal to gas concentration in 
ejection gas mixture. 
 
3.2 Solving the regression problem for 
obtaining point estimations of concentration 
For obtaining point estimations of linear variation of 
concentration the simple linear regression will be 
used. Regression model of stochastic data definition 
is named simple linear regression, if, as (3) 

,,...,1,10 nixy iii =++= εββ   (10) 
where nxx ,...,1 - defined values of factors; nyy ,...,1 - 
observed response values; nεε ,...,1 - independent, 
normally distributed unobservable variation values 
with zero average of distribution and identical 
(unknown) dispersion ),0( σN ; 10 ,...,ββ - unknown 
parameters subject to estimation.  
In assumed model response y  depends on factor x  
only and all dispersion of experimental points 
induced by observation errors (measurement result) 
of response y  only. The observation errors of x  in 
this model supposed much less than observation 
errors of y , so it can be ignored. 
These assumptions suppose to evaluate confidence 
intervals for linear regression estimations exactly. 
Estimation of regression parameters is generated by 
the least-squares method. 
Proposed approach is to enter a criterion of error 
between response and regression. The regression 
parameters estimations defined so that to minimize 
this error. Such criterion choice provides simple 
obtaining of the calculated formulas for estimations: 

),min()(),( 10
2
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2
10 ββββεββ →+−== ∑∑
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i

n

i
i

n

i
xyQ

 (11) 
In addition to simplicity of calculations the 
parameters estimations, obtained using least-squares 
method, have a number of advantageous statistical 
properties. 
Least-squares estimations of 0β and 1β  are gained 
on condition that ),( 10 ββQ is minimum. 

Decision variable xxy ⋅+= 10
ˆˆ)(ˆ ββ  pass over 

experimental points as follows (Fig.3): 
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Fig.3: Linear regression estimation of concentration 

obtained by least squares method. 
 
Model of considered technique with samples of 
regression problems solutions is implemented in 
Matlab [13]. 
 
3.3 Calculation of interval estimations with 
determined reliability 
Let define confidence interval (interval estimate in 
general) for average of distribution xm  of normally 

distributed variation X  assumed, that its dispersion 
2σ  is known. So obtain point estimation for average 

of distribution xm  using random sample 

),...,,( 21 nxxx  of range :n  ∑
=

=
n

i
iB x

n
x

1

1
. (12) 

Mean and dispersion of sample (12) are equal xm  

and n/2σ  accordingly. In conditions of the 
suppositions distribution of sample means will be 
normal: )./,( 2 nmNx xB σ∈  
Assume standardized sample mean as a statistic of 

:)ˆ,( ΘΘS  ,
)(

σ
nmx

z xB ⋅−
=   (13) 

which also will be distributed normally with zero 
mean and unit variance: ).1,0(Nz∈   (14) 
Let set a significance level α  and define quantiles of 
the standardized normal distribution (14) 2/αz  and 

2/1 α−z , connected together in this case by relation: 

.0; 2/2/2/1 <−=− ααα zzz    (15) 
Confidence probability αγ −=1  for considered case 
is defined as probability of presence of a random 
variable z  in a range ],,[ 2/12/ αα −zz i.e. 

.)()(][ 2/2/12/12/ γαααα =−=<< −− zFzFzzzP zz

 (16) 
on condition that ].[ 2/12/ αα −<< zzz   

Use it for definition of the parameter δ  and, thus, of 
interval estimation of average of distribution. 
Statistics (13) is perfectly decreasing function on 

,xm=Θ  therefore, stated inequality will take the 

form of ,2/12/ αα −<< zzz  and so 

.2/12/1

n
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n
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⋅
−  (17) 

This relation defines a confidence interval ],[ 21 ΘΘ  
for an estimation xm  with confidence 
probability :1 αγ −=

].,[ 2/12/1

n
z

x
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z
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On the basis of a relation (15) these confidence 
interval can be retyped in the form: 

].,[ 2/2/

n
zx

n
zx BB

αα σσ ⋅
−

⋅
+   (19) 

In our case, formula defining a confidence interval 
for ,)( 10 xxy ββ +=  determines also bounds of 

prediction values errors xxy 10)( ββ +=  with 
confidence probability α−1  (where the defined 
probability of extreme situation is equal :)α  
These bounds are two hyperbolas defined by the 
equations:  

,
)(

)(1
)2(ˆ

2

2

2/1 n
s

xx

sntyy x

−
+

⋅⋅−±= −α  (20) 

where )2(2/1 −− nt α  – quantile of a random variable 
distributed by Student deviation with )2( −n degrees 
of freedom, s  – permanent mean-square deviation of 
measurement errors, n  – number of measurement 
points, x – mean value of the factor, 2)( xs – 
dispersion of the factor. 
Axis of these bounds is the estimation of direct 
regression .ˆˆˆ 10 xy ββ +=  

Obviously, that error of estimation xy 10 ββ +=  
is least at xx =  and increases in process of moving 
away x (Fig.4). 
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Fig.4: Interval bounds of linear regression estimation 

of concentration. 
 
3.4 Recursive calculations 
For calculation efficiency improvement the recursive 
calculations are applied. 
On addition of new experimental data (iteration step) 
the probability characteristics are computed using the 
recurrent formulas. 
Computational complexity for iterative formula:  

),..,1(,1
1

nix
n

y i

n

i
== ∑

=
Σ     (21) 

for all calculations of mean values ),..,1(, njy j =Σ  

is )( 2nO , and it for all same calculations by 
recurrent formula: 

);,..,1(),(1
11 niyx

i
yy iiii =−+= −−  (22) 

),..,1(, njyy j == Σ  

is ).(nO  
The application of recurrent expressions for 
stochastic characteristics allows to dispose 
computing resources more rationally and to improve 
real-time control time. 
 
 
4 Simulation Results 
Assume the scheme shown on Fig.2 with regression 
estimation by the least-squares method.  
The algorithm (Algorithm 1) is applied to control 
ventilation operation. 
The following modeling results are obtained (Fig.5) 
in Matlab application [13]: 
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Upper regression 
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regression 

bound

Measuring
data 

End of 
ventilation

Tracking mode Ventilation 
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Fig.5: Simulation results of ventilation control based 

on regression estimation of gas concentration. 
 
Thus, using regression estimation in ventilation 
control systems predicts dangerous situations safely. 
Real-time control with minimum time delay and 
defined confidence interval is provided. As shown, 
control started earlier than concentration 
measurements should be equal to gas concentration 
upper limit. Therefore proposed technique brings 
safe control response time. Electric power economy 
also provided by using variable ventilation in 
contrast to direct ventilation systems, which make 
fixed energy charges. 
 
 
5 Conclusion 
In this paper proposed new stochastic based approach 
of controlling gas concentration in building and 
underground constructions. The approach established 
on regression estimation and confidence bounds 
definition for observational data. The least squares 
method suits well to estimate concentration variation. 
It is easy to embed the technique in ventilation 
control systems. 
Advantages of the method: 
1 Energy saving due to the periodic action of 
ventilation.  
2 To lowering of maintenance charges and 
other operating costs because of short intervals of 
operation and possibility of system diagnostics in a 
down time.  
3 It is a rather simple to implement on 
microcontroller in embedded platform with sensors 
and control unit. 
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