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Abstract: In this paper, an observer-based control problem for tielayed systems is considered. Based on
the separation principle, we can design the controller aedobserver gains independently. Since the resultant
criterion is not formulated akinear Matrix Inequalities(LMIs), we propose a relaxation technique that leads to
an LMI-like iteration algorithm. Numerical examples derstrate the effectiveness of the designed method.

Key—Words:Observer-based control, Delay system, Separation pl&difatrix inequalities

1 Introduction 2 Separation Principle in Delayed

The phenomenon of time-delay occurs in various in- Systems
dustrial systems, such as distributed networks, man-
ual control, long transmission lines in pneumatic sys-
tems, and neural networks. The time-delay causes in- () = Ax(t) + Apz(t — h) + Bu(t), t > 0,
stability or loss of performance. Therefore, the prob- y(t) = Cx(t),
Igm of stability analysis and controller synf[he5|s for 2(t) = $(t), —h<t<0, 1)
time-delayed systems have attracted considerable at- _ _ _ _
tention over the past years [2]-[4]. According to Whereh is a constant time-delay, angl?) is a given
their dependence on the size of the delays, there are continuous vector valued initial condition. We shall
two categories of the stability and stabilization cri- consider observer-based controller of the form:
teria, delay-independent criteria [5]-[6], and delay-  j(¢) = Ai(t) + Apd(t — h) + Bu(t) + Ly(t) —
dependent ones [7]-[9]. Delay-independent criteria i N el
et . (1)) + Laly(t — h) — Ci(t — h)),

guarantee the asymptotic stability of the system irre- ) -
spective of the size of the delay. However, when the 4(t) = Ki(t) + Kni(t — h), (2)
time-delay is small, these results are often more con- wherez € IR” is the estimation of the state
servative than delay-dependent criteria. Let us define the state estimation error as

In many practical systems, the states of system .
are not usually measured. In this case, state feed- et) = a(t) - &().
back control will not guarantee the stabilizability. The Then, the closed-loop system can be written as
observer-based controls are often applied to the sta- .
bilizing problem. In the observer-based control, dy- [e(t)] = [A+BK ~BEK ] [x(t)]

Let us consider the following delayed system:

namic output-feedback control will be considered and (t) 0 A= LCY [e(t)

the system states are estimated from the control pro- [Ah +BK, —BK, ] [ac(t — h)]

cess [10]. 0 Ap — LpC| |e(t—h) |’
In this paper, we consider a stabilization prob- 3)

lem for time-delayed systems based on Lyapunov- i .

Krasovskii functional. A Luenberger-type observer Which, by defining

is applied to estimate the states of system. We de- A [z(t)] o [A+BK —BK

rive a simple stabilization criterion using the separa- 2(t) = [e(t)] A= [ 0 A— LC] ;

tion principle [11]. Unfortunately, the criterion is not

LMI. By applying a kind of matrix inequality rela- Ay, 2 [Ah +BKy,  —BE, ] C 2 [C 0]

tionship, the original conditions can be relaxed, giving 0 Ap — LpC|’ ’

two phase-based iterative algorithms. 4)
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can be rewritten as we have
_ _ T
At) = Az(t) + Apa(t — h), 0< /t [W)] [Yl% Y12] [ (t)]
y(t) = Cz(t). (5) = Jin 3(@)] Yy Y| [#(a)
~ _ = xT () {hY11 + Yiz(e1 — e2)T +
In view of the structures ofi and A, the characteris- " t .
tic equation of the system (5) can be written as (e1 —e2)Yo}x(t) + / i (o) Yori(ar)dv
t—h
det[s]—A—e ™" Ay] such tha// (¢) can be upper-bounded by the following
= det[s] (A—i—BK)—e‘hs(Ah +BKy)]x (6) quantities:
det[sI —(A—LC)—e " (A, —LpC)]  (7) V(t) < xT(t){hY11+Yi2(e1 —e2) " 4 (e1 —e2) Y5+
= 0. esPel +e1Pel 4+e1Qel —eyQel +
t
This shows that the separation principle [11] also hegSegT}X(t)—/ T (@) (S —Ya2)i(a)dov.
holds for the time-delayed system and we can design t—h

the controller and the observer gains independently.  rjna1y we shall remove the constraints of the model

dynamics itself in (8) by introducing free variablEs

i such that

3 Main Result
0=x"(t)2(Aed + Apel —ed)x(t), 9)
Let us define () asx(t) = [z1(t) 1(t — h) 21(2)])" _ (1)%(Aey _2 3)x(?)
and the corresponding block entry matriegs i € which concludes the following lemma.
évlr}t%éi}ég hen, the system (1) with(#) = 0 can be Lemmal The delayed system (1) with(t) =
0 is asymptotically stable if there exist matrices
0= (Ae{ + Aheg _ eg)X(t)- (8) P, Q, S, Yi1, Yio, Yoo andX such that the foIIowmg

conditions hold:

We shall choose the Lyapunov-Krasovskii functional > y;(Ael + Ajel —ed )+ (Ael +Apel —eb) ' s+

as follows:
esPel +e1Pel +e1Qel —esQel +hesSel +

V(t) = Vi(t) + Va(t) + Vs(t), hY11+Yia(er—ea)t +(e1—e2) Yih, (10)
_ T
Vi(t) = z t(t)Px(t), P >0, [}Y/l% }3;12] 50, P>0, Q>0,5—Y3>0. (11)
12 Y22

) = [ o (@)Qe(e)o, @ >0 o
Now, we shall employ a simplified stability criterion
for Lemma 1 by assigning = Yos.

Vy(t) = / / B)dBda, S > 0.

t+ao

For the controller design procedure, we need to con-
Then, the time-derivative df () becomes as vertthe(-)A + AT (-)T term in (8) to its dual counter-
part: (-)AT 4+ A(-)T. Let us divideX: into three parts:

Vi(t) = 207 () Pa(t) = 2x" (tes Pei X (1), LA

V(t) © Q) ~oT(t— WQsa(t —h) Th judging f the(3, 3)-entry in (10)
_ en, judging from ,3)-entry in , We can
X (D{erQei eer? (), claim the following condition:
/3(t) = hal (t) S (t) — i i (a)d
VA0 = 1" (0530 - | 3" (@)Si(a)da 5yt 5L 50
t . . Ly ey
T T B T . which guarantees the invertibility of the matris.
= hx" (t)esSez x(t) /thx (@) S (a)dor Also, from the following development:

e1Pel + S(Ael + Apel —el)

P o %[0 o I
=lo P =|lo 0o o],

0 0 3| A4 4, —I

Furthermore, using the lemma [12]-[13], for

[Yn Yio
Yih Yo

| >0
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an attractive following-up is to utilize the invertible
block matrix

P 0 3
0 P %
0 0 Xs

whose inverse can be found and will be defined as

Pt o —piyyt N
0 P! Pyt =
0 0 ¥t

with$ £ [87 81 517"

For further development, we shall define some matri-

ces as follow:
~A 555 Ao
Q= PQP, Yy =Yy,
Yii, Yiz |a[P O] [Yu Y] [PO g
YL PY,,'P 7|0 P| | YL Y| |OP]| -

Multiplying on the left side of (10) by (12) and on the

right side by its transpose, we can obtain an equivalent
stability criterion that will be derived below in a step-

by-step manner.
o For e; Pel + S(Ael + Apel —el):

75{61Per3[’+2(Ae{+Aher2[’—er3[’)} 2

[POox][00 [ P 00
=PlOPX| |00 O 0 PO
0023 [AA, 1] [ZF=TST

=t %3 %5

= 0 0 0

AP -¥T AP -3 3T

=e ! + egApeiF + egAhPeg —esn?.

e For hY1 + Yia(er — 62)TZ

P{hY1,+Yio(e1 —en)T }PT
= hY11+Yia(e1—ea)”.

e For e;Qel — exQel:
> T T BT 5,1 AT
Ple1Qe; —e2Qes P = e1Qe] — eaQe; .
T.
e [or h€3Y22€3 .

ﬁ(he3Y22€g)ﬁT == hiYQQiT,

Applying the Schur complement technique [1] to the
results derived, we can verify the stability of the
closed loop system obtained by applying a control law

u(t) = Ka(t) + Kpz(t — h) (13)

to the system if we replace the matrices$, A;) in

the result by(A + BK, A, + BK}) and verify the
resulting inequalities are feasible. This leads to the
following theorem.

Theorem 2 The control law (13) asymptotically sta-
blilizes the delayed system (1) if there exist matrices
P, Q, Y11, Y12, You, ¥, K and K}, such that the fol-
lowing conditions hold:

o n 5
P>0,Q>0,0> [ET —h—leg] , (14)
Yll Y12

b pvie] o0

where

_ A _ _ _
II=hY 1+ Yi2(e1 —e2)T +(e1—e2) Y5+
e3(APel +ApPel)+(APel + Ay Ped) el +
e1Qel —esQed +(e1—e3) X+ (e1 —e3)t +
egBI_{erl[’—I-elKTBTegﬁgBKheg%QK;{BTeg.
Since, the characteristic equation of this temporal
state-feedbacked system is equivalent to (6), the
obtained controller gains should stabilize the original

system (1) asymptotically, assuming that the observer
is well-designed.

To handle the nonlinear condition (15), the following
matrix inequality will be applied.

Lemma 3 For any matrices)) > 0, M and N with
compatible dimension, it holds that

NQ 'NT > NM + MINT —MTQM. (16)
Proof: See the following matrix inequality:
(N -M"Q)Q ' (NT — QM) >0,
which immediately concludes (16). O

Then, for any non-positive marrix, we have the fol-
lowing matrix inequality:

PY,'P > PM+MTP— MTYyoM
> PM+ MTP — MTYy,M + A,

which, using the Schur complement technique [1],
gives the following two-phase-based algorithm.

Algorithm 1
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1. SetinitialM = 1.

2. Solve the following convex optimization prob-
lem:

minimize « subject to (14) and
Yo o Y 0_
al >N, | Y PM+MTP+A M'Yy

>0.

Save the feasible matrix variablgg, Y,2) in the
resultant solution set.

If o < 0, stop the iteration (feasible solutions
for the Theorem 2 are found!). Else, solve the
convex optimization problem in step 2. In this

step,(P, Ya2) will be fixed andM would be free
variable.

Save the feasible matrix variablé¢ in the resul-
tant solution set.

If o < 0, stop the iteration (feasible solutions
for the Theorem 2 are found!). Else, solve the
convex optimization problem in step 2. In this

step,M will be fixed and(P, Y23) would be free
variables.

. Stop the loop if no progress is expected.

Remark 4 In this case, we can obtain the state-
feedback gains through = KP~ !, K; = K, P~ L.

Since, the sign of the real part of the solution for (7),
which concerns the behavior of the observer directly,
is invariant under transpose operation, we can design
observer gains that estimate the state of the original
system (1) asymptotically by replacingl( K, K},

B) in Theorem 2 with 47, L, L, —C™1). In this
case, we can obtain the observer gains throligh

(LP YT, Ly = (LyP )T,

4 Example

Example5 Consider the delayed system (1). The fol-
lowing parameters are used.

[ 3]
B:[ ],C:[—0.5 0],

Table 1 shows maximum allowable delay upper-
bounds for various controller structure.

0.2
0.1

0.0
1.0

0.0
—0.1

0.0 0.1
—-0.1 0.1

277

Table 1: maximum delay upper-bound

method maximah gains
K = [-27.7691  —9.9007]
usingc, K, 3.4990 K =[0.1093 0.0961]
;o [0.9579 Ly = —0.2821
| —0.2797 | | 0.2337]
K =1[-104.4998 —32.7384]
using K 2.9992 _ [—1.0443] L [—0.2762]
T [-0.2861) 7" T | 0.2416)
Ky =[-2.7357 —1.0175]
using K, 1.9727 ~ [—1.2994] L [—0.1830]
~ [-0.2506) " T | 0.1810)

Example 6 Consider the delayed system (1) for the
following parameters:
€
:| 7Ah_ |: _10 :| ?

|
],C:[0.0 1.0 ].

|

Table 2 shows stable range efin A; for various
delay bounds. Comparison our results with those of
the delay-independent criterion [14] shows that our
method outperforms over the existing criterion.

—-2.0
0.0

0.0
1.0

0.0
-0.9

0.0
-1.0

Table 2: stable range ef

delay lowere uppere
delay-independent [14] -1.99999 2
0.5 -3.73703 2

delay-dependent 0.3 -5.75688 2
0.1 -15.0199 2

5 Conclusion

In this paper, we considered an observer-based control
problem for time-delayed systems. Based on the sep-
aration principle, we could design the controller and
the observer gains independently. Since the resultant
criterion was not formulated as LMIs, we proposed
a relaxation technique that leads to an LMI-like itera-
tion algorithm. Numerical examples demonstrated the
effectiveness of the designed method.

As a future work, we plan to extend this work
in several directions; output-feedback stabilization,
Ho/H o control problems and so on.
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