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Abstract: - Project scheduling with limited resources is NP-hard optimisation problem. There are many 
different heuristic strategies how to shift activities in time when resource requirements exceed their available 
amounts. These strategies are frequently based on priorities of activities. In this paper, we assume that a 
suitable heuristic has been chosen to decide which activities should be performed immediately and which 
should be postponed and investigate the resource-constrained project scheduling problem (RCPSP) from the 
implementation point of view. We propose an efficient routine that, instead of shifting the activities, extends 
their duration. It makes it possible to break down their duration into active and sleeping subintervals. Then we 
can apply the classical Critical Path Method that needs only polynomial running time. This algorithm can also 
be used if the durations are changed as a result of process implementation.  
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1 Introduction 
The scheduling problem is a frequent task in the 
control of various systems such as manufacturing 
processes [3], project management [7], and service 
system control (reservation systems, timetabling). 

A classical task of project management is to 
create the network graph of a project and, on the 
basis of knowledge or an estimation of time of 
activities, to determine critical activities that would 
have influenced a project delay. Each activity draws 
on certain resources, e.g. financial resources, natural 
resources (energy, water, material, etc.), labour, 
managerial skills. The solution of this task is well 
known in the case when we do not take limited 
resources into consideration.  

However, in real situations, available capacities 
of resources are constrained to certain limits. Project 
planning under limited resources [3,7] is difficult 
because of 
• interdependence among activities due to sharing 

the same resources, 
• dependence of resource consumption on the 

manner in which the activity is subdivided and 
• dependence on the limits of availability of the 

various resources 
The character of all the three dependencies is 

basically non-linear. In general, scheduling 
problems are NP-hard, consequently no polynomial- 

time algorithms are known to guarantee an optimal 
solution. 

Classical methods of network analysis offer 
some approaches which depend on whether 
activities that have a lack of resource(s) may be 
suspended or not and whether activities will be put 
off until the moment when it is possible to perform 
them. A question is: Which concurrent activities 
should be suspended or put off because of a lack of 
resource(s)? 

An excellent survey [5] with 203 references 
presents classification, models and methods for 
solving the resource-constrained project scheduling 
problem (RCPSP) and, in [8], it is critically 
reviewed and completed. There are single-mode and 
multi-mode variants of the problem, resources can 
be non-renewable or renewable, activities of project 
can be interrupted or not and so on.  

With respect to NP-hardness of the RCPSP, 
mainly heuristic methods are used for its solving. 
Papers frequently present applications of stochastic 
heuristics such as simulated annealing [4,11], 
genetic algorithms [2,9,10], tabu-search [1,11,13], 
ant systems [12] and swarm optimization method 
[14].  

In this paper we assume that, when resources are 
not sufficient, a suitable method for shifting one or 
more activities has been selected and we touch 
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another problem. In real situations, the durations of 
activities can only be estimated and are subject to 
change. If we included this new information in our 
considerations, this could result in quite a different 
optimal schedule. Since, obviously, the dates of 
activities in the past cannot be changed, it is 
necessary for the calculation of the entire project 
with new data to modify the dates of only those 
activities that have not yet been finished.  
 
 
2 Basic Notions 
In this paragraph we introduce the notation used in 
this paper and the basic concepts of CPM. We 
consider a network graph G with n topologically 
ordered vertices [6], which means that, for each 
edge (i, j), i appears before j (i < j) and the starting 
vertex has number n0=1 and ending vertex number 
n. This ordering can be gained as follows: 
1. Start from the origin and assign n0 to it. 
2. Leave all edges outgoing from n0 and assign 

numbers n0+1, … , n0+k1 to k1 vertices that have 
no input edge. 

3. Leave all edges outgoing from the vertices 
numbered in the previous step and assign 
numbers n0+k1+1, … , n0+k1+k2 to k2 vertices 
that have no input edge. 

4. Continue this way until all vertices are 
numbered. 

Assume that edges represent activities of a 
project and vertices correspond to beginnings or 
ends of activities. Denote E(G) the set of edges of a 
graph G, and V(G) its set of vertices. If  e = (i , j)  is 
an edge in E(G) , then we denote its duration by tij 
or t(i,j), or te in short. Similarly, requirements of 
activity (i, j) for a resource r will be denoted by rij  
etc. 

The following notions refer to start and end 
vertices of the network graph: Ti

(0) represents the 
earliest possible start time of vertex i, Tj

(1) the latest 
allowable finish time of vertex j and 
TS(i, j) = Tj

(1) − Ti
(0) −ti j is the total slack of activity 

(i, j) or total (activity) float (the amount of time by 
which the start of a given activity can be delayed 
without delaying the completion of the project).  

Finally, assume that Vi(e) denotes the starting 
vertex of an edge e=(i, j) and Vj(e) is its ending 
vertex. 

Further notation will be introduced when needed. 
 
 
 

3 Algorithm 
The algorithm is based on time shifting of activities 
when their total requirements are higher than the 
resource limit.  This is implemented by prolonging 
their duration but distinguishing, for each activity, 
its starting duration and current duration which 
equals the length of shift and starting duration. The 
greatest advantage of this access is that whenever 
we need to compute new earliest possible start times 
and latest allowable finish times for activities after 
shifts or update the actual time duration of some 
activities, we can compute the whole project using a 
simple CPM method and, in spite of this, the dates 
of finished activities remain unchanged in the result 
of the new calculation. In other words, any change 
in the present has no effect on results in the past. 

Let us denote 
s
ijt  … starting duration of activity (i, j) 
c
ijt  … current duration of activity (i, j) 

c
ij ij ijt tδ s= −  … interval when activity has no 

 requirements (“sleeps”) 
 
 Now we will formulate an algorithm. The 

symbol := stands for the assignment operator. 

1. [Initialization] 

 Using CPM method, we determine for each edge 
the earliest possible start time and the latest 
allowable finish time. Let us assign 

 1 : 0,τ =  (1) 

  (2) : 0, :   for every ( , ) ( )c s
ij ij ijt t i j E Gδ = = ∈

2. [Test for finishing]    

 If  then algorithm finishes else we 
continue to step 3. 

(0)
1 nTτ =

3. [Determination of interval  1 2[ , ]τ τ  ] 

    The left bound is given and the right bound we 
determine from the following formula  

 { } { }( )(0) (0) (0)
2 1

( , ) ( )
min | c

iji i ii j E G
T T T tτ τ

∈
= > ∪ +

[ , ]

 (3) 

4. [Determination of activities requiring resource in 
1 2τ ]  τ

Let     

{ }(0) (0)
1 2( , ) ( ) | [ , ] [ , ]c

ij iji iA i j E G T T tτ τ δ= ∈ ⊆ + +

 (4) 
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Let us determine the total requirements q of 
activities from  A. 

( , )
ij

i j A
q

∈
= ∑ r  (5) 

    If  q > resource limit, then we continue to step 5 
else to step 7. 

5. [Ordering activities from A by their priorities] 
 Let { }1, ..., mA e e= . We order all m activities in 

A into a non-ascending sequence B as follows.  If   
bk , bl are any elements from B, then the order 
relation is defined as follows: 

(0)
1( )

else if  ( ) ( )
then if  ( ) ( ) 

else if  

ki k

k l

k l bV b

S k S l

S k S l

b b

b b T

T b T b
T b T b

r r

δ τ⇔ + <

<
=

>

;

 (6) 

 The first condition on the right-hand side means 
that bk  has begun in the previous interval. 

6. [ Right-shifting]     

 Because of step 4, there exists  j< m  such that 
1

1 1
limit  and  >limit

i

j j

b
i i

r r
+

= =
≤∑ ∑ ib  (7) 

 We shift activity bj+1 so that new values of its 
parameters are obtained from the old values by 
the following assignments: 

 
( )1 1 11

1 1 1

(0)
2 ( ): ,

:

j j ji j

j j j

c c
b b bV b

c s
b b b

t t T

t t

τ δ

δ

+ + ++

+ + +

= + + +

= −
 (8)  

 for the other activities in B (according to their 
priorities), we either add their resource 
requirements and place them into the schedule or 
shift them if limit has been exceeded. 

 Finally, we apply the CPM method again. 

7. [Next interval]  
1 2:τ τ=   (9) 

 and return to step 2 
 
 
4 Example  
Let us have a network graph described by the 
following table including also the activity 
requirements for one resource and the destination of 
project parameters obtained by the first use of CPM.  

In the example, the starting time of the project 
equals 0 and all times are relative to this start. In 

practice, the start of the project is given in the form 
of real dates and times. 
 

i j tij rij Ti
(0) Tj

(1) TS(i, j)

1 2 2 6   0   2 0 
1 3 4 3   0   7 3 
1 4 5 5   0   6 1 
2 4 4 4   2   6 0 
2 5 3 7   2 12 7 
3 6 7 4   4 14 3 
4 5 6 5   6 12 0 
4 6 4 3   6 14 4 
5 6 2 5 12 14 0 

Table 1. Project with limited resource r 
 

The following figures show the results obtained 
by computation. In Fig. 1 we see the result of the 
first application of CPM and the interval in which 
resource requirements exceed the limit. The 
currently investigated interval is marked by two 
vertical lines.  

 
Fig. 1. Initial state 
 

In Fig. 1 we can see that three activities that 
should run in time interval [0, 2] are lacking 
resource r and thus the requirements of at least one 
of them cannot be satisfied and its start must be 
postponed to the next interval.  This interval is 
defined by the nearest two times representing the 
earliest possible start time or the latest admissible 
finish time of some of the activities. The priority of 
activities in terms of its resource requirements being 
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satisfied is determined by (6) in step 5 of the 
algorithm. 

Fig. 2 shows the situation after the first shift. The 
horizontal dotted line in the Gantt chart represents 
the "sleeping" part of activities (= interval with no 
resource requirements) that corresponds to the 
length of their shift. Critical activities are 
highlighted by a bold line. As the sleeping parts of 
activities do not require any resources, any shift and 
shortening of the beginning of a sleeping part has no 
effect on the length of the project and cannot be 
included in the critical path.  

 
Fig. 2. After the first shift 
 

 

Fig. 3. After the second shift 

Since in interval [2, 5] the total amount of 
requirements of resource r is also higher than its 
amount currently available, we must apply the 
corresponding steps of the algorithm again and shift 
the start of some of the activities.  

After several iterations we will get the result as 
shown in Fig. 3. The project duration was prolonged 
from 14 to 17 time units.  

 
Fig. 4. Final schedule 
 

 
5 Conclusions 
In the paper, a new implementation of the 
computing of the resource-constrained project 
scheduling was proposed. The strategy of activity-
shifting was replaced by prolonging their duration 
and dividing them into active and sleeping parts. It 
makes it possible to apply a simple CPM algorithm. 
The proposed algorithm was designed in a 
mathematical form and verified for a single version 
of RCPSP.  

Further investigation will include fuzzy versions 
of the problem and the case of a multi-project 
scheduling problem. 
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