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Abstract: -The SOC design paradigm relies on well-defined interfaces and reuse of intellectual property (IP). 
Because more and more IPs are integrated into the design platform, the amount of communication between the 
IPs is on the increase and becomes the source of the performance bottlenecks. The arbiter plays a very 
important role to manage the resource sharing on the SOC platform. This paper presents a reconfigurable 
arbiter with various combinations of arbitration algorithms. The performance analysis for the various 
combinations of the arbitration algorithms under different traffic loads is simulated. The reconfigurable arbiter 
was implemented by FPGA and synthesized by Synopsys Design Complier with a TSMC 0.18 mµ cell library. 
In addition, the power analysis of the reconfigurable arbiter at various arbitration states is reported. The 
reconfigurable arbiter can be custom-tuned to obtain high bandwidth utilization, low latency, and power 
effective for on-chip bus communication. 
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1.   Introduction 

Recently, the application of SIP (Silicon Intellectual 
Property) reuse methodology for system on chip 
(SOC) has proved its validity by reducing the 
productivity gap and meeting critical time-to-market 
objectives, reducing design errors, decreasing system 
complexity, and easing verification and testing [1]. 
On-chip bus communication is one of the critical 
components in a SOC platform. An efficient on-chip 
communication system has to satisfy the interface 
behavior of each IP block integrated within the 
complex SOC. With the increasing number of system 
components in SOC design, it becomes that an 
efficient arbiter is one of the most critical factors for 
high system performance. The conventional bus 
arbitration algorithms, the static fixed priority and 
the round robin, show several drawbacks on bus 
communication such as bus starvation [2].  

Currently there exists no system bus 
standardization. However, communication 
architectures defined by commercial standards are 
widespread and available in the market. For example, 
the PI-Bus [3] of OMI, the AMBA bus [4, 5] of 
ARM, the FISPbus [6] of Mentor Graphics, the 
CoreConnect of IBM [7], the SiliconBackplane of 
Sonics [8], the Wishbone of Silicore [9] and others. 
The CoreConnect and AMBA make use of a fixed  

 
 

priority arbiter. Lotterybus defines an arbitration 
method that does not presume any fixed 
communication topology [10]. Silicon Backplane 
uses an arbitration method by means of TDMA-
based arbitration. Based on the AMBA AHB 
protocol and a more complex interconnection matrix, 
the Multi-layer AHB is a different realization of the 
bus architecture, which enables data transfers 
between several masters and slaves in a system [11]. 
Although the arbitration protocol is fixed, the choice 
of an arbitration scheme is usually depending on the 
application requirements.  

 By implementing an efficient arbitration 
algorithm the system performance can be tuned to 
better suite the applications. This paper presents the 
design and implementation of an arbiter with a 
reconfigurable hybrid arbitration algorithm. The rest 
of this paper is organized as follows. The 
architecture of the reconfigurable arbiter is presented 
in the next section. The performance analysis 
methodology is described in Section 3. The 
simulation and implementation results are provided 
in Section 4 and Section 5, respectively. Finally, we 
conclude the paper in Section 6. 
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2.   Reconfigurable Arbiter  

The Advanced Microcontroller Bus Architecture 
(AMBA) is an open System-on-Chip bus protocol 
for high-performance buses on low-power devices. 
The AHB is a pipelined system backbone bus, 
designed for high-performance operation. It can 
support up to 16 bus masters and slaves that can 
delay or retry on transfers. It consists of masters, 
slaves, an arbiter and an address decoder. It supports 
burst and split transfers. The address bus can be up 
to 32 bits wide, and the data buses can be up to 128 
bits wide. The AMBA uses conventional fixed 
priority arbiter. Fig. 1 shows the architecture of the 
reconfigurable arbiter presented in this work. As 
shown in Fig. 1, this reconfigurable arbiter can serve 
up to a maximum 16 masters and all of them are 
divided into four groups F1-F4 for the first level 
competition. According to different arbitration 
algorithms assigned in F1 ~ F4 blocks, each block 
will select one master from four input masters for the 
second level competition. The final granted master 
will then be determined by the arbitration algorithm 
chosen in block 5.  

 

 
Fig.1  Architecture of the reconfigurable arbiter 
  
In Fig. 1, each group (F1 ~ F5) can be reconfigurable 
to adapt a specific dynamic algorithm. For example, 
either one of the round-robin algorithm, random 
access algorithm or first-come-first-serve algorithm 
can be combined together to decide the functionality 
of the reconfigurable arbiter. With the reconfigurable 
functionality, it can assign different arbitration 
algorithms for specific groups of masters. In the 

following, each block (F1 ~ F5) will be assigned a 
number to denote the status of the reconfigurable 
arbiter. The notation 1, 2, 3, and 4 are used to 
represents fixed priority, round robin, first come first 
serve and random access algorithm, respectively. For 
example, the arbitration state (12141) denotes the 
fixed priority algorithm is assigned to functional 
blocks F1, F3 and F5, round robin algorithm is 
assigned to functional block F2, and random access 
algorithm is assigned to functional block F4. 
 

3.   Performance Analysis Methodology  

A system performance analytical module is proposed 
to examine the efficiency of the hybrid arbitration 
algorithm. The simulation strategy for performance 
analysis of the arbiter with hybrid arbitration schemes 
is divided into two parts: Traffic Pattern Generation 
(TPG) and Arbitration Simulator Generation (ASG) 
as shown in Fig. 2. The traffic patterns are generated 
based on the statistic distribution such as Bernoulli, 
Binomial, equilikely, Geometric, Pascal, Possion, 
Uniform, Exponential, Erlang, Normal, lognormal, 
Chisquare … etc. The simulations in this paper are 
based on the TPG which assign various distributions 
to indicate the data amount and bus request time for 
each master. For ASG, a behavior bus arbiter model 
based on Fig. 1 is used to take into account the effect 
of the shared bus communication architecture on 
system performance.  
 

 
Fig. 2 System performance analytical module 
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The reconfigurable hybrid arbitration algorithms can 
be achieved by assigning different arbitration 
algorithms into functional blocks F1 – F5. To study 
the effects of the various reconfigurable arbitration 
schemes, the performance analysis are further 
simulated based on various permutations of 
arbitration algorithms for blocks F1 ~ F5 under the 
same traffic distribution pattern. For the evaluation of 
relative performances of different configuration states, 
the average waiting time, bus granted rate, throughput, 
bus utilization can then be calculated.  

4.   Simulation Results 

The grant rate and average waiting time are further 
simulated based on 1024 permutations of arbitration 
algorithms for blocks F1 ~ F5 under the same traffic 
distribution pattern. The request time adopts 
Bernoulli distribution and the probability is 0.5. The 
amount of traffic data adopts Equilikely distribution, 
the mean is 12 and the variance is 6.67. The data 
transmission rate is 32 bit/s, and the period is 16 
clock cycles. Results of the software modeling for 
various combinations of the arbitration algorithm in 
function block F1 to F5 are reported in Fig. 3. The x-
axis depicts all the possible arbitration combinations 
where 1, 2, 3, and 4 represent fixed priority, round 
robin, first come first serve and random access 
algorithm, respectively. From Fig. 3, it shows that 
the hybrid arbitration algorithm has a predictable 
average waiting time. So, user can assign the optimal 
combination for the application specific tasks. It also 
shows that the hybrid arbitration scheme with a 
proper assignment of the arbitration algorithm to F’s 
functional blocks can achieve better performance as 
compared to traditional arbitration schemes such as 
fixed priority and round robin. 

 

 
 
Fig. 3 Average waiting time under hybrid arbitration 

 

 

 
Fig. 4 Grant rate for arbiter configuration state as 

11111 
 

 

 
Fig. 5 Grant rate for arbiter configuration state as 

23242. 
 
The reconfigurable arbiter with arbitration 

algorithms for F1 to F5 are 11111 and 23242 in Figs. 
4 and 5, respectively. From the average grant rate 
shown in Fig. 4, the starvation occurs for low 
priority master (master 15) under fixed priority 
arbitration scheme. A lower priority master wanting 
to use a shared resource gets blocked when a higher 
priority master holds the resource. However, this 
starvation issue can be resolved by reconfiguring the 
arbitration state.  As indicated in Fig. 5, master 15 
can obtain 56 % grant rate with arbitration state 
23242, which is much better than the arbitration state 
11111. 
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The arbiter configuration states for F1 to F5 in 

Figs. 6 and 7 are 22222 and 13133, respectively. As 
shown in Fig. 7, the average waiting time is much 
shorter as compared with conventional round robin 
arbitration scheme indicated in Fig. 6. 

 

 
 

Fig. 6 Waiting time for arbiter configuration state as 
22222 

 
 

Fig 7  Waiting time for arbiter configuration state as 
13133 

 
The average waiting time for arbiter configuration 

as 13141, 23232, and 11111 is shown in Fig. 8. The 
longest waiting time is obtained when the arbiter 
configuration is 23232. The average waiting of 
13141 can gain the shortest waiting time, which is 
better than the conventional fixed priority arbitration 
scheme. 

In order to speed efficient transmission of large 
bursts of data, buses usually provide a block transfer 
mode for multiple bus cycles. Fig. 9 shows the effect 
of block size on performance. The worst case occurs 
when the arbitration configuration is set to be 43332 
for F1~F5 block and the block size is chosen 
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Fig. 8  Waiting time for various arbiter configuration 
states 
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Fig. 9 Block size effect for various arbitration 
scheme  

 
 
to be 16x32 bits/s. The block size c16b32 denotes in 
the x-axis of Fig. 9 indicating the data transmission 
rate is 32 bit/s, and the period is 16 clock cycles. The 
best performance is obtained by 32314 assignment 
state and the block size is 32x64 bits/s.  

Simulation tests using normal distribution for data 
amount and exponential distribution for master request 
are conducted for 1000 times and results are average 
out. Based on 1024 permutations of arbitration 
algorithms for blocks F1 ~ F5 under the same traffic 
distribution pattern, Table 1 shows the simulation 
results of the grant rate and through put at various 
configurations. For the present case study, it 
indicates that the reconfigurable arbiter with 22221 
configuration has the best bus utilization rate, 13431 
configuration has the best average grant rate, 22221 
configuration has the best throughput performance. 
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Table. 1 Simulation results of the performance 
analysis at various configuration schemes 

5.   Implementation Results  

The reconfigurable arbiter was synthesized using 
Altera’s Quartus II 4.2, which is an integrated 
environment for logic design and synthesis. After 
finishing the verilog simulation, we download the 
program into EPF10K100ARC240-1chip. An 8051 
microcontroller was used to drive the test signal into 
the chip. The arbiter can be reconfigured many times 
by modifying the program code for the 8051 
microcontroller, and, thus, can be changed and 
updated real-time. The Tektronix logic analyzer is 
connected to the FPGA pins to check the 
functionality of the reconfigurable arbiter. Fig. 10 
shows the reconfigurable arbitration state (12341) 
measured by the logic analyzer. 
 

 
Fig. 10 Verification of 12341 configuration by logic 

analyzer 

 In this study, the RTL model of the reconfigurable 
arbiter is synthesized to gate-level using Synopsys 
Design Vision with TSMC 0.18 mµ technology file. 
The synthesized verilog files are simulated in 
ModelSim. In order to provide a fast evaluation of the 
energy impact of various arbitration states, the 
switching activities are then used by Synopsys 
PrimePower for power calculation. The same RTL 
model is also used and mapped into Xilinx Vitrex and 
Altera Straitx GX development tools. Fig. 11 shows 
the synthesis and power calculation flow. 
 

 
 
Fig. 11  Synthesis and power calculation flow 
 

 
  Table 2 shows the FPGA implementation 
results of the reconfigurable arbiter for single layer 
share bus system.  Table 3 lists the area and power 
performance summary of the design complier report 
based on TSMC 0.18 mµ  technology file. 
 
 

Table 2 FPGA Implementation Results 
 

Xilinx VirtexE XCV2000e-
BG560 

Atera StratixGX 
EP1SGX25CF672C5 

Delay
(ns) 

Slice 
Flip 

Flops

4 input 
LUTs 

Delay 
(ns) 

Logic 
elements 

16.758 657 1153 9.286 1108 
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Table 3 Design Complier Report 
 

Combinational area (µ㎡) 28956.04883 
Noncombinational area (µ㎡) 36467.35547 
Net Interconnect area (µ㎡) 882564.1875 

Total cell area (µ㎡) 65423.63672 
Total area (µ㎡) 947987.8125 

Cell Internal Power (mW) 3.9 
Net Switching Power  (mW) 2.9415 
Total Dynamic Power (mW) 6.8415 
Cell Leakage Power  (µW) 2.0263 

NAND2X1 : 5.04 µm (height) x 1.98 µm (width) 
 
 The power performance of the 
reconfigurable arbiter under various configuration 
schemes for TSMC 0.18 mµ  technology is shown in 
Fig. 12 It can be seen the maximum total power is 
59.92 Wµ  for arbitration state (32332) in the shared 
bus system. The minimum power is 47.73 Wµ  for 
arbitration state (11111) configuration.  
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Fig. 12 Power performance at various reconfigurable 

arbitration states 
 

6.   Conclusion  

An arbitration mechanism is usually employed to 
resolve the bus contention. The arbiter with hybrid 
arbitration algorithm for single layer shared bus 
system is presented in this study. The simulation 
results not only provide performance analysis for the 
various combinations of the arbitration algorithms. 
The gate-level power analysis is also applied to 
explore power dissipation in various reconfigurable 
arbiter architectures. These results can be feed into 
the reconfigurable arbiter to obtain the optimal 
condition under different system workloads. The 
reconfigurable arbiter can be custom-tuned to obtain 

high bandwidth utilization, low latency, and power 
effective for on-chip bus communication. The 
architecture-level power estimation that provides a 
fast evaluation of the energy impact of various 
optimizations early in the design cycle is essential. 
The results obtained show that the framework of the 
reconfigurable arbiter can be used to explore the 
space of possible configurations to evaluate the 
performance/power trade-off. 
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