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Abstract: - This paper discusses a method of designing a matched filter for a passive microwave sensor. This 

sensor receives pulse signals transmitted by a target active radar. Received signals can be categorized into two 

types due to either the pulse signals or noise. The method first estimates an autocorrelation function of the received 

signals. The autocorrelation of the pulse signals is then extracted from the autocorrelation of the received signals 

by exploiting the difference between the statistics of the pulse signals and the noise. A power spectrum of the pulse 

signals is obtained by taking discrete Fourier-transform of its autocorrelation. The matched filter is designed from 

the knowledge of this power spectrum. The spectrum of the matched filter is identical to the spectrum of the pulse 

signals transmitted by the radar, and then signal-to-noise ratio (SNR) is improved by matching the filter with the 

pulse signals. Performance of the proposed method is theoretically analyzed in term of SNR. Moreover, 

simulations verified that the proposed method correctly designs the matched filter and achieves expected 

performance. 
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1   Introduction 
A passive microwave sensor is used for finding a 

direction with a target active radar which transmits 

pulses. This sensor system receives radio waves, and 

then distinguishes the arriving pulse signals, that are 

transmitted by the target active radar, from received 

radio waves by comparing received pulse signals and 

the information such as a carrier frequency and a pulse 

reputation interval (PRI) collected in advance [1]. 

    In order to discriminate arriving signals from 

received signals, it is necessary to decrease noise 

components. Most techniques for improving 

signal-to-noise ratio (SNR) in radar signal processing 

cannot apply to the passive sensor because a statistic 

of the pulse signals transmitted by the target active 

radar is unknown. An integration processing is used in 

the passive sensor even though a statistic of arriving 

signals is unidentified. 

A conventional matched filter in a radar receiver is 

designed based on the information of radar’s 

transmitting pulse waveform. Its spectrum is identical 

to a spectrum of the radar’s transmitting pulse 

waveform [2]. The conventional matched filter 

technique dose not apply for the passive sensor 

because the waveform of arriving signals is unknown. 

This paper proposes a new method of designing a 

matched filter for the passive radar sensor. This filter 

is designed from only the received signals transmitted 

by the target active radar. The proposed method first 

estimates an autocorrelation function of received 

signals. The autocorrelation of pulse signals is then 

extracted from the autocorrelation of the received 

signals by exploiting the difference between the 

statistics of the pulse signals and noise. A power 

spectrum of the pulse signals is obtained by taking 

discrete Fourier-transform (DFT) of its 

autocorrelation, and then a matched filter is designed 

from the knowledge of the power spectrum of the 

pulse signals. A spectrum of the matched filter is 

identical to the spectrum of the pulse signals 

transmitted by the target active radar, and the filter 

improves SNR by matching the pulse signals [3]. 

This paper is organized as follows. In Chapter 2, the 

passive radar sensor system is briefly explained and 

the received signals are formulated as a stochastic 

process. Chapter 3 describes the proposed methods of 

estimating the power spectrum of the pulse signals, 

and of a procedure for exploiting the estimated power 

spectrum for increasing SNR. In Chapter 4, the 

performance of the proposed method is theoretically 

analyzed in term of SNR using a Gaussian pulse 

Proceedings of the 7th WSEAS International Conference on Signal, Speech and Image Processing, Beijing, China, September 15-17, 2007      112



 2 

waveform for pulse signals, and compared with the 

integration processing as a conventional method. 

Additionally, the proposed method is evaluated via 

computer simulation. 

 

 

2 Received signals on the sensor 

system 
2.1 Representation on a stochastic process 
The conventional radar system comprises of a 

transmitter and a receiver, while the passive sensor 

system is only composed of a receiver. This sensor 

receives unidentified arriving signals and 

discriminates target pulse signals by comparing the 

target information collected in advance [1]. Figure 1 

shows a block diagram of the passive sensor system. 

The arriving carrier frequency signals transmitted by 

the target radar are first received via a wide-band 

receiving antenna. The received carrier frequency 

signals are then converted into a base-band frequency 

at a wide-band demodulator based on the information 

on the radar’s carrier frequency, and then the 

base-band frequency signals are sampled. The 

sampled discrete signals are multiplied by a series of 

windows. A matched filter is designed from the 

window output by using the proposed method, and 

then the received signal norm at the matched filter 

output is calculated.  

Figure 2(a) shows sampled pulse waveforms of 

arriving signals. A pulse waveform of sampled signals 

repeats with the radar’s PRI denoted as T. Figure 2(b) 

shows a series of windows to be multiplied to the 

sampled signals. The duration of each window is set at 

the time T corresponding to the radar’s PRI, and the 

window multiplication divides the received samples 

into blocks of M samples. 

The sampler samples the base-band signals with a 

time interval T/M, and produces M samples during the 

  

time T. If the samples are denoted as x(n), the output of 

lth window is written as 

xl(n)=x(lM+n), 0≤n≤M-1.   (1) 

The window output is arranged in the M-dimensional 

vector as 

xl=[ xl(0)  xl(1)  ・・・ xl(M-1)].              

 (2)  

We take L of these vectors and a numerical average of 

the vectors as 
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Received signals acquired by the passive sensor are 

either the arriving signals or the noise, and then the 

arriving signals are expressed by the sum of the pulse 

signals and additive noise [4,5,6]. Received signals 

can be categorized into two types due to either the 

pulse signals or the noise, and yT and yN are assumed 

as stochastic processes corresponding to received 

signals due to the target pulse signals and the noise 

respectively [5,6]. Therefore y can be regarded as a 

stochastic process. When L is large enough, y 

approaches to 

y=PTyT+PNyN,                               (4)  

where PT and PN are probabilities of occurrence of the 

pulse signals and the noise.  

 

 

2.2 Power spectrum of pulse signals 
The autocorrelation function of y is defined as 

Fig. 1.  A block diagram of the passive sensor 

system. 
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Ry(τ)=E{y(n)y(n+τ)}, -M/2 ≤τ≤M/2-1,  (5) 

where E{･} denotes the expectation operation [5]. 
Because the length of the vectors is finite, the 

autocorrelation function depends on the variable n. 

However, to avoid complexity in the following 

analysis, we concede that y is stationary, and that the 

autocorrelation function given by (5) is well-defined. 

The power spectrum of the process is defined as the 

M-point DFT of the autocorrelation function, 

∑
−

−=

−=
12/

2/

)/2exp()()(
M

M

yy MkjRkS
τ

πττ ,0≤k≤M-1. (6) 

Based on the probability theory [5,6], the proposed 

method assumes the followings; 

hypothesis 1: the processes yT and yN are statically 

independent, 

hypothesis 2: the process yN is zero mean white 

Gaussian. 

     By (4) and the above hypotheses, an 

autocorrelation function of received data is obtained as 

Ry(τ)=PT
2
RT(τ)+PN

2σN
2δ(τ),   (7)  

where RT(τ) is the autocorrelation function of the pulse 
signal yT, σN

2
 is the variance of the process yN, and  

δ(τ) is the unit impulse function. From the 

interpretation of Eq.(7), the autocorrelation function of 

the received signals Ry(τ) is given as 

Ry(τ)=PT
2
RT(τ), τµ0.               (8)  

This means that the shape of RT(τ),τµ0 is identical to 

the shape of Ry(τ), τµ0 apart from the constant 

multiplication by PT
2
. The value of RT(τ) at τ=0 can be 

estimated from its known neighbors in Ry(τ) by using 
the Lagrange interpolation polynomial explained at 

the next section [7]. The power spectrum of the pulse 

signals ST(k) is estimated by taking DFT of the 

estimate of RT(τ). 
 

 

3   Processing in the sensor system 
3.1 Estimation of the power spectrum of the 

pulse signal 
In order to proceed with estimating the power 

spectrum of the pulse signals described at the end of 

the previous chapter, we first compute the M×M 

matrix B from the received signals by 
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where the superscript 
T
 denotes the transpose operation. 

Evidently, the matrix B approximates an 

autocorrelation matrix of received signals when L is 

sufficiently large. The (m,n)th entry of this matrix is 

given by 

∑
−
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b .                (10) 

The autocorrelation of the received signals Ry(τ) is 
approximated by exploiting these entries. From (7), 

the autocorrelation of the pulse signals RT(τ) when τµ0 
is estimated from Ry(τ), but RT(0) is not directly 

estimated. Accordingly, we use the second order 

Lagrange interpolation polynomial to estimate RT(0) 

from its known neighbors in Ry(τ) [7]. Using the 

values of Ry(τ), τ=1,2,3, on the interpolation 

polynomial [7], the autocorrelation RT(0) is obtained 

as 

RT(0)=3Ry(1)-3 Ry(2)+ Ry(3).   (11)  

Once RT(τ) is given, the power spectrum of the pulse 

signals ST(k) is estimated by taking DFT of the 

estimate of RT(τ).   
When there is no pulse signal or when the number 

of pulse signals is not enough within L windows, the 

method fails to estimate the autocorrelation of the 

pulse signals, and then the power spectrum of the 

pulse signals can not be accurately estimated. This 
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Fig. 2. Arriving signals and window function. 
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dependence of the estimate on the number of pulse 

signals is analyzed in Chapter 4 via the computer 

simulation. 
 

 

3.2 Computation of the received signal norm 
After the power spectrum of the pulse signals is 

estimated, it is now ready to process the received 

signals to improve SNR using the estimated power 

spectrum )(ˆ kST
. We prepare the matched filter G(k) 

given as 

)(ˆ
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= .   (12) 

The matched filter G(k) is normalized so that the sum 

of |G(k)|
2
, 0≤k≤M-1, becomes M. Using the matched 

filter G(k), we perform the steps described in Fig. 3. 

The M-point DFT Xl(k), 0≤k≤M-1, of xl(n), 0≤n≤M-1, 

is computed, and then each DFT value is multiplied by 

the matched filter G(k) to obtain its output Zl (k) as  

Zl (k)= G(k)Xl(k), 0≤k≤M-1.            (13) 

Finally, the norm of this matched filter output is 

calculated by 

∑
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When the norm Pl takes a larger value, the received 

signals at the time of window l are regarded as the 

arriving signals, and then this signals are distinguished 

based on the target radar information. 
 

4   Evaluation of the method 

4.1 Improvement ratio of SNR 
The received signal xl(n) can be regarded as either the 

pulse signal or the white Gaussian noise. According to 

this observation, in the place of Pl, we assign two 

random variables, 

∑
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where YT(k) and YN(k) are the M-point DFTs of yT(n) 

and yN(n) respectively. Therefore QT and QN are the 

norm of the matched filter output. Evidently, phase 

components of the matched filter do not affect the 

computation of the norm. From the hypothesis 2 and 

the relation of E[|YN(k)|
2
]=MσN

2
, the mean of the noise 

norm is given by 

{ } ∑
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From the relation of ST(k)=(1/M)E[|YT(k)|
2
], the mean 

of the pulse signals norm is given by 
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For evaluating the method, it is necessary to 

compare SNRs in the cases of which the matched filter 

is used and not used. When the matched filter is used, 

SNR is given as 
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Substituting G(k)=1 into (18), when the matched filter 

is not used, SNR is given by 
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We analyze the performance of the method by the 

improvement ratio of SNR of (18) to the SNR0 defined 

by 
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This method works as long as the hypothesis 1 and 2 

are satisfied, and does not require a specific statistical 

model for a pulse signal. Because the rectangular pulse 

shape, which is the simplest waveform, is not used in 

practice [2], we employ the Gaussian pulse waveform 

to analyze the performance in followings [2,8]. The 

Gaussian pulse waveform is given by 

( )22 2exp)( dnnyT −= ,   (21) 

where d is a positive constant. The power spectrum of 

yT(n) is given by 

ST(k)=|YT(k)|
2
.     (22) 
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Fig. 3. Steps for computing the received signal 

norm. 
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DFT YT(k) of yT(n) is shown in Fig. 4. As the constant 

d increases, the bandwidth of YT(k) decreases. The 

constant d controls the shape of the power spectrum of 

the pulse signals. 

When the power spectrum of the pulse signal is 

accurately estimated, the power spectrum of the 

matched filter |G(k)|2 is identical to the power 

spectrum of the pulse signal ST(k). From the relation of 

(22), substituting the square of DFT YT(k) of yT(n) in 

(21) to |G(k)|2 and ST(k) in (20), the ratio RSNR is 

calculated, and shown as a function of d in Fig. 5.  

The ratio is compared with the integration 

processing as a conventional method. For the 

integration processing, the improvement ratio of SNR 

at 10 windows is computed. The improvement 

ratio of this conventional method is also exhibited in 

Fig. 5. 

The ratio RSNR increases as d increases, which 

implies the decrease of the spectrum bandwidth of the 

pulse signal. When the constant d is more than 4, the 

performance of the designed matched filter exceeds 

the conventional method, assuming that the power 

spectrum of the pulse signal of the pulse signal is 

perfectly estimated. 

 

 

4.2 Simulation 
When the number of pulse signals within L windows is 

large enough, the estimate of the power spectrum of 

the pulse signals becomes accurate. However the 

Table 1. Simulation parameters. 

 

The value d of the pulse signal : 5 and 10 

Received signals, L×M : 100×64 matrices 

The number of the pulse signals : 0-20 

 

performance accordingly degrades when the number is 

small. Simulations are performed to see how many 

pulse signals are needed to acquire a desirable 

performance. 

Parameters used in the computer simulation are 

listed in Table 1, and also the Gaussian pulse 

waveform in (21) is used for the present simulations. 

The arriving signals are produced by the sum of yT(n) 

and the random number with zero-mean white 

Gaussian. The noise signals are created as the random 
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number with zero-mean white Gaussian. Figure 6 

shows the ratio RSNR as a function of the number of the 

pulse signals in L windows. 

As seen from the figure, RSNR improves as the 

number of the pulse signals increases, and saturates 

after the certain number of pulse signals. The ratio 

RSNR improves by increasing the constant d as 

expected from Fig. 5. When the pulse signals number 

is zero, the ratio is zero because such SNR is equal to 

the case when the matched filter is not used at all. 

When the number of pulse waveform signals is not 

large enough, the ratio does not reach its value given 

by (20) because the power spectrum of the pulse 

signals is not accurately estimated. If this is the case, 

the problem is eased by increasing the number L of the 

windows. 
 

 

5   Conclusion 

This paper has introduced the method of designing the 

matched filter for the passive radar sensor under the 

assumption that received signals are categorized into 

two types due to either the pulse signals or the noise. 

This method first estimates the autocorrelation of the 

received signals. The autocorrelation of the pulse 

signals is extracted by exploiting the difference 

between the statistics of the pulse signals and the noise. 

The estimate of the power spectrum of the pulse 

signals is obtained by taking DFT of its 

autocorrelation. The matched filter is designed from 

the knowledge of the power spectrum of the pulse 

signals. The conventional matched filter method has 

not been applied for the passive sensor because the 

target pulse signals are unknown, however the 

proposed method estimates the target pulse signals 

from the received signals and then designs the 

matched filter. 

The performance of the proposed method was 

analyzed in terms of SNR using the pulse signals in 

(21). The simulations verified that the proposed 

method is useful for improving SNR for a passive 

radar sensor. 
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