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Abstract: - In certain optical biosensor experiments, the dynamics may be modeled by a linear switching system.
There is not an obvious test of a linear switching system for deterministic identifiability in the systems theory
literature. This is an initial attempt at proposing a workable test for this property. The application of interest
invites study of uncontrolled linear switching systems of two phases.
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1 Introduction
Optical biosensors provide a means of studying inter-
actions of chemical species. Experimental data may
be used to estimate rate constants of these interac-
tions. Certain widely used biosensors allow kinetic
experiments of two phases and the dynamics of each
is modeled by a system of linear time invariant differ-
ential equations which are compartmental in type. It
appears that linear switching systems (LSS) provide
an appropriate framework for modeling the output of
the biosensor.

Prior to data collection and estimation of param-
eters, it is natural to consider if any models used are
deterministically identifiable. A notion of identifiabil-
ity for linear switching systems is foreign to the sys-
tems theory literature. In this preliminary study, the
application of interest suggests investigation of uncon-
trolled LSS of two phases. It is seen that the standard
type of definition of deterministic identifiability does
not engender an obvious test for this property.

Out of necessity, a definition for deterministic
identifiability of a LSS is proposed. The test of the
system for identifiability exploits its piecewise linear
time invariant nature. A test case is considered for
which the constituent subsystems are not structured.
Aspects of the control theory literature suggests that
not all identifiability tests available for testing lin-
ear time invariant systems are suitable for unstruc-
tured systems. Ultimately an adaptation of the Laplace
transform approach allows classification of the system
of interest as deterministically globally identifiable.

2 Preliminaries
The following sets are used in this paper:
�� � �� � � � �� � � ��,
��� � �� � � � �� � � ��,
�� � �� � � � � � ����� � ��.
������ represents the Heaviside step function with unit
jump at 	 � 	�.
�� represents the 
� 
 identity matrix.

2.1 Classes of linear time invariant systems
van den Hof gives a very readable sequence of defini-
tions which deftly divides adjective accumulation into
manageable portions [10]. For this reason they are
reproduced below, with some minor adjustment and
some hair-splitting.

Definition 1 A linear dynamic system (continuous
time, time invariant linear system in state space form)
is a dynamic system with state, input and output
spaces � � �� , � � �� and 
 � �� and time
index set � � � . The state, input and output func-
tions are related by

���	� � ���	� ����	�� ���� � ���

��	� � ���	� ����	��
(1)

where � � ���� , � � ���� , � � ���� ,
� � ���� .

For this paper it is useful to introduce the class of para-
metric linear dynamic systems and then impose a con-
dition on these to define structured linear dynamic sys-
tems.
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Definition 2 A parametric linear dynamic system is a
family of linear dynamic systems together with a pa-
rameter set 	 	 �

� for some � � � and maps

� � 	
 �
��� �� � 	
 �

��� �� � 	
 �
��� �

� � 	
 �
��� ��� � 	
 �

� �

The parametric linear dynamic system will be repre-
sented by

���	� � ������	� �������	��
���� � ������
��	� � ������	� �������	��

(2)

Definition 3 A structured linear dynamic system is a
parametric linear system in which the elements of the
system matrices are either fixed zeros or free parame-
ters.

Remark 4 It is stated in van den Hof that “A subclass
of the linear dynamic systems is formed by the positive
linear systems [10]. Positive linear systems are linear
dynamic systems in which the state, input and output
spaces are � � ��� , � � ��

� and 
 � ��� respec-
tively.” A complication arises as a linear system does
not have to be time invariant to satisfy the above con-
ditions.

Rather than introduce a significant amount of sys-
tems theory to formally define positive linear systems,
for this paper it is sufficient to consider positive linear
time invariant systems, derived somewhat informally
from the linear dynamical systems.

Definition 5 Define a parametric positive linear time
invariant system by considering a parametric linear
dynamic system as in definition 2 modified such that
the state, input and output spaces are � � ��� ,
� � ��

� and 
 � ��� respectively.

Definition 6 A linear time invariant compartmental
system is a parametric positive linear time invariant
system after definition 5 of the form (2) for which con-
servation of mass holds. This corresponds with the
following requirements on the matrices of the system.
� All elements of �, � and � are non-negative.
� for � � ����	���	���


��,

��	 � �� �� � � �
� � � � � 
� � � �� ��

��� 
 �

��
	��
	 ���

�	� � � �
� � � � � 
� � (3)

Remark 7 A compartmental system may be struc-
tured. If the compartmental system is closed then it
is certainly not structured as the elements of � are

interrelated by ��� � �

��
	��
	 ���

�	� � � �
� � � � � 
� �

2.2 Linear Switching System
A class of linear hybrid systems of the form

���	� � �������	� ��������	��

���� � ���

��	� � �������	��

where � � � 
 � � 	 �
 ��	� � ��

(4)

are presented in Ezzine and Haddad [4]. Assume the
state, output and input spaces and dimensions of the
system matrices ����� are as in definition 1.

Consider a parametric uncontrolled linear switch-
ing system of two phases ���� , � � 	, derived from
equation (4). For � � 
� �, consider suitable sets 	�

and �� � 	�. Denote � � 	 as the vector of parame-
ters obtained by concatenating �� and �� and remov-
ing any repeated elements. The states and outputs are
related by

���	��� � ��������������	����

������ � �������
��	��� � ��������������	����

(5)

with switching function defined by

��	� �

�

 � 
 	 � 	��

� 	 � 	��

	� � � is the switching time. It is assumed that
��	����� � ��	�� ����.

2.3 Terminological issues

2.3.1 Structural properties

The adjective “structural” has multiple meanings in
the systems theory literature. A structural property of
a system is one which holds for almost all � � 	,
that is, everywhere except for possibly sets of measure
zero.

As already seen, “structural” is also used as a de-
scription for types of systems. In Hovelaque et al. it is
stated that structured systems can be studied for struc-
tural properties [7]. Yamada and Luenberger allude to
limitations of structural controllability as it assumes
the system is structured [11].

Proceedings of the 3rd WSEAS International Conference on Mathematical Biology and Ecology, Gold Coast, Queensland, Australia, January 17-19, 2007         2



2.3.2 Types of identifiability

Broadly speaking, a parametric model or system is
classed as having the property of global identifiability
if it is possible to uniquely determine the parameters
from output obtained under a prescribed set of condi-
tions. A model represents a process in the compart-
mental analysis literature. Conditions used to test a
model for identifiability include: the model structure
correctly represents the process and the system pro-
duces error free output for a certain period of time. A
deterministic system is defined by some set of equa-
tions, it does not have uncertain structure or output
subject to error. The conditions used in testing a sys-
tem for identifiability do not require those used for a
model. This paper will consider system identifiability.

There are a variety of definitions for “structural
identifiability” of a system in the literature in which
structural has additional meaning. The original treat-
ment of structural identifiability appeared in Bellman
and Åström [2]. It is implied that the essential prop-
erties of the input-output map of the system are deter-
minable by observing output when a sufficiently rich
set of inputs may be applied.

Alternatively, Godfrey’s “deterministic identifia-
bility” considers a situation where only specified in-
puts may be applied to the system [5] . In the case
of uncontrolled systems, structural and deterministic
identifiability may be effectively equivalent. The term
structural is laden with connotations, not all of which
are suitable for the system of interest. To avoid any
possible misunderstanding, the convention of “deter-
ministic identifiability” is imposed in this paper.

2.4 Deterministic identifiability of uncon-
trolled systems

Consider a system ����� � � 	 with state ��	��� �
�� and output ��	��� � �� . The system in state space
form is described by

���	��� � 	���	������� ������ � ������

��	��� � 
���	�������

The following conditions are required of� , following
Denis-Vidal and Joly-Blanchard, [3]. Suppose 	 is
an open subset of �� � � � �. The functions 	�����,

����� are real and analytic for every � � 	 on S (a
connected open subset of �� such that ��	��� � �

for every � � 	 and every 	 � 
�� ������. It is also
assumed that 	��������� �� � for every � � 	.

When discussing system identifiability, it is usual
to solve some equations. In this paper the definition of
system identifiability is reformulated slightly to give
the solution set a name but is quite similar to that in
[3].

Definition 8 Consider system ����. Define the set


�����
�
�
�

�������������
�

��������� 	� �
�

���

�
� (6)

� is deterministically globally identifiable if for al-
most all � � 	, ����� � ���.
� is deterministically locally identifiable if for almost
all � � 	, the elements of ����� are denumerable.
� is deterministically unidentifiable if for almost all
� � 	, the elements of ����� are not denumerable.

It is also possible to define identifiability by con-
sidering essential features of the output function, as
seen in the approach of Jacquez and Greif [8]. System
output ������ is expressed as a function of time and
observational parameters ���
,

��	��� � �����
� 	�� (7)

By definition, the elements of � are uniquely deter-
minable. Equation (7) allows an alternative definition
for deterministic identifiability of a system.

Definition 9 Suppose the output of system ���� fea-
tures observational parameters ����. Define the set


�������
�����
�
�
�

���������
�

���
�

���

�

 (8)

Testing � for identifiability requires solution of
algebraic equations. Once ������� is found, � is
classified as before by definition 8.

2.4.1 Modification for switching systems

Consider a LSS for which the output is expressible in
terms of equation (7). Such a system may be consid-
ered as a degenerate form of LSS which has a rep-
resentation as a linear time invariant system. Such
systems are not the concern of this paper. Consider
a linear switching system of two phases of equation
(5) which is not of the degenerate type. The output of
this system is expressible as

��	� �

�
���������� 	� 	 � 
�� 	���
��������� 	� 	 � 
	�����

Some care is required to ensure the conditions of
section 2.4 are satisfied. The first and second con-
stituent sub-systems are linear, real and analytic on
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their respective intervals ��� 	�� � and �	����. The con-
dition that ������� �� � �� � 	 applies for the first
subsystem and translates to ���	���� �� � �� � 	 for
the second.

Definition 9 requires some re-interpretation for
switching systems. Suppose � in equation (8) is re-
defined for this setting as

���
 �
�
�����


������

�
��

� (9)

where the elements of �� and �� are assumed to be
uniquely determinable.

2.5 Survey of existing tests for identifiability
The identifiability literature does not have a test which
is explicitly intended for linear switching systems.
One may consider if there is any suitable test from the
area of time-varying linear systems.

The linear switching system of two phases could
be considered as a linear time-varying system where
the elements of the system matrices are functions of
the form ���� � � ��������������, for � con-
stant. The technique of Audoly et al. is suitable
for certain types of time-varying parameters but does
not seem immediately applicable to parameters with
jumps as the method appears to require that expres-
sions for time-varying parameters are differentiable
with respect to time [1].

As the LSS is piecewise linear time invariant
(LTI), it seems reasonable to turn to this field for in-
spiration. The nature of the constituent systems of the
LSS makes it possible to express the output of the sys-
tem in terms of functions which are like LTI system
outputs. This property is revealed clearly by defining

�� ��� 
 �� ����	���� � ���������������
�� ��� 
 �� ����	���� � ���������	�����

�� ��� 
 �� ����	��� � �����������	������
�� ��� 
 �� ����	��� � ���������	����

and

����	��� �

�
���	� 	���� �	 � 
	�����
� �	 � 
�� 	���

����	��� � ����������	��� �	 � 
�����

allows expression of the output of the LSS as

������ � �������� ��� ����� � ��������� (10)

2.5.1 Tests of identifiability for LTI systems

The similarity transform approach has been widely
used, see for example Godfrey and Chapman [6]. This
approach requires a system which is structurally mini-
mal, a consequence of the structural properties of con-
trollability (or reachability) and observability.

As noted previously, a LTI compartmental system
is not necessarily structured. In this case it seems rea-
sonable to use a test which does not require the system
to have structural properties.

The Laplace Transfer approach, used by Vajda
and Rabitz to test a linear, time-invariant and compart-
mental system for deterministic identifiability does
not require the system to have any particular structural
properties [9]. For that reason, this approach is suit-
able for the system of interest of this paper.

2.5.2 The Laplace transform approach

Consider an uncontrolled positive linear time invariant
system defined for time set � with� � ��� , 
 � ��

� .
It is stated that the conditions ��	��� �

��	��
�

� �	 � � are equivalent to

������������ � �������
�

����� �� � � � � (11)

for � � a suitable subset of � . Testing for identifiability
requires finding (feasible) solutions for �

�

in equation
11.

The Laplace transform of component �� of � has
the form

�������������

�
��������

��� � � � �� ������

�� � ������
������ � � � � � ������

� (12)

Although � is not stated, the form of equa-
tion (12) suggests � � �� . Suppose ����	���� 

���� �	 � �� for some constants ���, then
���������� exists �� � ��.

The expression for ������������� is written in a
canonical form by cancelling any common factors be-
tween the numerator and denominator and ensuring
the coefficient of the highest power of � in the denom-
inator is 1.

Define a vector of observational parameters ����
by putting �������������� � � 
� � � � �� into canon-
ical form and collecting the coefficients of � in these
terms.
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2.6 A test case
Consider an uncontrolled parametric linear switching
system after equation (5) with � � �

�
� , 
 � �� and

�� � ���� ���  ��
� � ���

� �

�� � ����
� � ���

� �

� � �� � 	 � ���
� �

!� � ��

������ �

�
���!� ��
��!� ���

�
�

������ �

�
� ��
� ���

�
�

�� � �� � 
� 
��
������ � � �� ��

��

(13)

As this system represents observations of a chem-
ical system, it is appropriate to assume that rate con-
stants ��,�� and initial amount of ligand  � have pos-
itive values. Further, !� is a concentration of reacting
species chosen for the experiment. In this simple sys-
tem !� is taken as strictly positive as !� � � means
that no reaction can occur.

3 Identifiability of the uncontrolled
two phase LSS

Consider an uncontrolled LSS of two phases with
response represented by equation (10). Denote the
largest eigenvalue of �� and �� by �� and �� respec-
tively. Define for � � 
� �
������ � ���������� ��������

��� Then
�������������� � ������������� �� � ��� and
�������������� � �������

�������	������� � ��� .
For 	 � 	�,

���	���� � �������
�������������

� �������
���������������	������

then �� � ���

�������������� ��� � �������
�������	������

If " is the largest value of �� and ��, applying the
Laplace transform to equation (10) gives

����	����
��� � 	������
�����������
���������

� 	����������
�������� ������ (14)

The appeal of the Laplace transform method for
a linear time invariant system is that from the Laplace

transform of output it is easy to obtain relations be-
tween � and �

�

for the test for identifiability. This
feature is not apparent in this setting.

Considering equation (14) for the test case does
not illuminate the problem any further. It is quite pos-
sible that the field of complex analysis could provide
some means of acquiring relationships between � and
�

�

.
In the absence of any solution method for the

equations (11), an alternative approach to the problem
is needed.

3.1 An alternative approach
Rather than deal with equation (14) directly, consider
the dynamics of the individual phases.

Define the system ������ defined for � � ��

which has state and output �� and �� respectively.
This system contains the dynamics of the first phase
of the original switching system defined for � � �� .

The original system means that knowledge of the
first phase response �� is limited to all 	 � 
�� 	��. By
the theory of analytic continuations, this is equivalent
to knowledge of �� for all 	 � �� . The Laplace trans-
form of the output of this system gives

�������������� � ������������ �� � ��� �

Define the system ����� which has state and out-
put �� and �� respectively. This system contains the
dynamics of the second phase of the original switch-
ing system defined for 	 � 
	���� with initial condi-
tion ����� � ���	��. For this system

������������� � ���������	����� �� � ��� �

Assume that ����������� and ���������� are
put into canonical form to yield observational param-
eter vectors ������ and ����� respectively.

3.2 Application to the particular case
Consider the particular system � of equation (13)
with response ������. Consideration of �� leads to

������������� �
�����

�� � ������
�� � ���

����� � ��!� ��

����� � ��!� � ���

(15)

As the numerator of �������� is constant, there are
no common factors in the numerator and denominator.
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As the denominator is also monic, this expression is in
the canonical form.

Suppose ���	���� � �����	����� ����	�����
�.

Then

������������� �
�����

�� �
���
�� � ���� �

����� � ����	�����
�
��� � ���

(16)

As for ��������, �������� is in the required canoni-
cal form.

Define ���
 � ������� ������ ������ �
���� for
this system using equations (15) and (16).

The lurking question is whether the elements of
���� in fact represent observational parameters. In
considering output of ��, � � ���

� and !� � � hence
�����, ����� are strictly non-zero �� � 	 and are
determinable from ��.

For system ��, �
��� �� � �� � 	 but it is par-
ticularly important to consider �����. If ����	���� �
�, the response �� is zero for all time and �
 is not ob-
tainable from experimental output. Assuming switch-
ing time 	� is sufficiently large to allow some interac-
tion of the chemical species (optical biosensors show
response within seconds of starting an experiment,)
����� �� �.

For this particular system, note ����	���� �
���	����. Knowledge of this value is contained within
knowledge of ���	���� �	 � 
�� 	�� and hence no ad-
ditional information on the system beyond �� is pro-
vided by ��. Hence it is not necessary to determine
the explicit expression for ����	����.

Solving the equations of the identifiability test
shows ������� � ��� for all � � 	 and the system
of equation (13) is deterministically globally identifi-
able.

4 Conclusions

The methodology of this paper has shown that under
a definition in the spirit of the existing theory, a test
case LSS is classifiable as deterministically globally
identifiable. This classification is made without hav-
ing to obtain explicit expressions for all elements of
�. Although this allows a clear result in this paper, it
effectively truncates the exploration of this methodol-
ogy. A suitable test case may show if the technique
is viable when it is necessary to find the symbolic ex-
pression for the state variable of the first phase.

To embrace a wider range of applications, the

methodology presented here could be broadened in a
later paper.
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