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Abstract: - The purpose of the present paper is to highlight the bonds between the university studies,
professional refinement, and master degree studies in the premises imposed by our country’s integration in
EU’s structures. The questionnaire was the instrument used in a collaborative fashion circumscribed to the
research project whose member we are. The survey was directed to a number of senior undergraduate students
and master degree students at the Faculty of Economics and Business Administration, Babe -Bolyai
University of Cluj-Napoca, and the resulting data was processed using data mining clustering techniques
through Weka workbench, graphical and percentage representations.
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1   Introduction
Clustering is a practice in which a set of data is
substituted by clusters, which represent collections
of data points that belong together, its success often
being measured subjectively in terms of how useful
the result appears to be to a human user [15]. It is
related to the process of grouping patterns so that the
patterns are similar within each group and distant
among different groups [9]. The distribution of
groups can be defined as a cluster pattern which is
valid if clusters cannot reasonably happen by chance
or as a beneficial artifact of a clustering algorithm
[8]. An optimal cluster configuration is considered
as an effect of all potential combinations of
groupings, which presents a set of the most
“meaningful” associations [9].

This process is often followed by a phase in which a
decision tree or rule set is inferred that allocates
each instance to the cluster in which it belongs [15].
Then, the clustering operation is just one step on the
way to a structural description. Clustering methods
apply when there is no class to be predicted but
rather when the instances are to be divided into
natural groups [16].

Clustering algorithms have been applied to a broad
variety of problems, including exploratory data
analysis, image segmentation, data mining, and
information retrieval [4].

The main purpose of this paper is to emphasize the
connections between the university studies,
professional refinement, and master degree studies
on the basis required by our country’s integration in
the European Union’s structures. The questionnaire
was the instrument used in a collaborative fashion,
circumscribed to the research projects whose
member we are, and the resulting data was
processed using clustering techniques through Weka
workbench, graphical and percentage
representations.

2   The K-means clustering algorithm
In our research we used the clustering method called
FarthestFirst which implements the transversal
algorithm of Hochbaum and Shmoys, quoted by
Sanjoy Dasgupta [15], a simple, fast, approximation
method based on K-means algorithm.

The classic clustering technique called K-means is
widely used in the domain of partitional clustering.
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The algorithm is known to be dependent on its
initialization: a poor set of initial positions for the
means will cause convergence to a poor final
clustering [12].

The K-means algorithm [11] is an iterative method
that evolves K crisp, compact, and hyperspheroidal
clusters in the data such that a measure

  (1)

is minimized.

Frequently used for large problems, the K-means
algorithm integrates the next hypothesis [7]:
1. There are always K clusters.
2. There is always at least one item in each cluster.
3. The clusters are non-hierarchical and they do not
overlap.
4. Every member of a cluster is closer to its cluster’s
centroid than to any other cluster’s centroid.

The K cluster centers are initialized to K randomly
chosen points from the data, which is being
partitioned based on the minimum squared distance
criterion [11]. The cluster centers are then updated
to the mean of the points belonging to them. This
entire process is repeated until either the cluster
centers do not alter or there is no major change in
the J values of two successive iterations. At this
point, the clusters are stable and the clustering
process ends.  The K-means algorithm gives good
results only when the initial partitioning is close to
the optimal solution [7].

3 Analysis and correlations on
questionnaires’ collected data
Questionnaires are a technical structure to gather
data from a potentially large number of respondents
[5]. Often they are the only feasible way to reach a
number of reviewers large enough to allow
statistically analysis of the results. A well-designed
questionnaire that is used effectively can gather
information on both the overall performance of the
test system as well as information on specific
components of the system. A questionnaire should
be viewed as a multi-stage process beginning with
definition of the aspects to be examined and ending
with interpretation of the results.

The steps required to design and administer a
questionnaire include [5]: defining the objectives of
the survey; determining the sampling group; writing

the questionnaire; administering the questionnaire;
interpretation of the results.

3.1 The first questionnaire
The first questionnaire (Chestionar IV) collected
data from senior undergraduate students from all the
departments of The Faculty of Economics and
Business Administration, Babe -Bolyai University
of Cluj-Napoca, aiming to evaluate the motivation in
choosing the specialization, and the satisfactions
regarding the educational process and cognitive
skills. From all the questions presented in
Chestionar IV were extracted the most adequate for
data mining studies, in order to acquire a model to
predict students’ behavior and to evaluate their
motivation in continuing their education with post
university studies (master degree, Ph.D. studies).
The collected data was drawn off in Excel
worksheets, resulting 400 articles with 35 attributes.
The Weka workbench, a collection of machine
learning algorithms and data preprocessing tools,
was used to analyze the data.

Weka’s native data storage method is ARFF format
which consists of a list of the instances, and the
attribute values for each instance are separated by
commas. We exported the data into a file in comma-
separated value (CSV) format as a list of records
with commas between items, loaded the file into a
text editor or word processor; added the dataset’s
name using the @relation tag, the attribute
information using @attribute, and a @data line;
saved the file as raw text and changed its extension
to ARFF.

3.1.1   Clustering the data
To extract suggestive knowledge from the collected
data we utilized the data mining process named
clustering.

We applied the clustering method FarthestFirst
based on K-means algorithm which requires several
iterations, each involving finding the distance of k
cluster centers from every instance to determine its
cluster.

First, we specified the number of clusters to be
sought: this is the parameter k. In our case, the k
parameter is 3, corresponding to students’ 3 choices
in continuing their post university studies: disagree,
neutral, agree (dezacord, neutru, acord). Then k
points were chosen at random as cluster centers. All
instances were assigned to their closest cluster
center according to the ordinary Euclidean distance
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metric. Next the centroid, or mean, of the instances
in each cluster was calculated, and these centroids
were taken to be new center values for their
respective clusters. Finally, the whole process was
repeated with the new cluster centers. Iteration
continued until the same points were assigned to
each cluster in consecutive rounds, at which stage
the cluster centers have stabilized and would remain
the same.

By using the clustering process we divided the
students in segments with different behavioral
models, the students from the same segment have
the closest behavior, and the ones from different
segments have the most different one. This process
will help the higher education institution to elaborate
the most efficient strategies for individuals [14], [2]
without the need to deal with each individual
student. Segmentation on similar behaviors is
considered to be a cost-benefit concession with a
good investment-result report.

We divided the students into 3 groups:
Group 0: Students agree to continue their post
university studies (master degree, Ph.D. studies);
Group 1: Students do not agree to continue their post
university studies;
Group 1: Students are neutral to continue their post
university studies.

As a result of applying the FarthestFirst algorithm,
we obtained 3 clusters with the following centroids:

Table 1. The 3 clusters resulted from the
FarthestFirst algorithm

Weka workbench automatically validates the model;
following this validation, 27.4151 % of the instances
were incorrectly clustered (optimistic result).

This paper focuses on the IE department
(Informatica Economica – Business Information
Systems) students, belonging to Cluster 0. The
Cluster 0 students are characterized by the following
choices:
-they agree to continue their post university studies;
-gender: male;
-belong to IE specialization;
-graduated a different high school (mostly a
Informatics high school);
-agree their expectations regarding the specialization
are fulfilled;
-are neutral regarding the fundamental knowledge
they obtained;
-agree they were given sufficient books, course
materials, case studies of the highest quality;
-agree the curricula were relaxed and gave time to
individual studying;
-agree the faculty has a good quality endowment;
-agree to have made contact to specialization’s real
problems, in curricula’s practical activities;
-neutral regarding their participation to
grants/research contracts;
-agree to recommend the specialization to future
students;
-have a good opinion of courses teaching methods in
the years of study;
-do not have a job;
-benefit a great deal of parents’ material support;
-believe to find a job in Romania in IE
specialization;
-passed all exams at the end of last academic year.

3.1.2   Graphical representation of clusters
To obtain a graphical representation (Fig. 1) on the
clusters, we chose 2 of the most significant attributes
(Programa_relax – opinion on relaxed curricula,
and Anul_4 – opinion on the 4th year of study).
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Fig. 1. Cluster graphical representation -dependent
upon Programa_relax and Anul_4 attibutes.

We noticed the grouping of the in the down-left
corner of the screen, representing Cluster 1, with
attribute Programa_relax having Dezac (do not
agree) as label, and attribute Anul_4 with fprost
(very bad) label.

In the top-center part of the screen there is
represented Cluster 2, with attribute Programa_relax
having Neutru (neutral) as its label, and attribute
Anul_4 with excel (excellent) label.

In the top-right corner we detect Cluster 0, with
attribute Programa_relax having Acord (agree) as its
label, and attribute Anul_4 with bun (good) label.

There are some areas in which clusters engage over
each other and are not so well defined for some
middle values of axe Y (bun –good, prost –bad) due
to the large number of data, even though they were
filtered and clustered through FarthestFirst
algorithm.

3.2 The master degree questionnaires
To fundament the decisions regarding the
managerial strategies the faculty leaders can
approach in order to fulfill all students’
expectations, it is compulsory to correlate the
information extracted from terminal year students’
questionnaires with graduate students’ data,
currently master degree students. Starting from the
information mined in the master degree
questionnaires, we made the following correlations
and analysis, divided in three categories:

- correlation and percentage relation between the
graduated specialization and the master degree
specialization;
- correlation and percentage relation between the
current job and the graduated specialization;
- correlation and percentage relation between the
current job and the master degree specialization.

The following table presents the data extracted from
the questionnaires filled up by master degree
students from the Faculty of Economics and
Business Administration, Cluj-Napoca, filtered to
include only the students from IE master
specialization.

Cathegories Number of
students

Total IE master degree students 11
Total IE specialization graduates 10
Total other than IE graduates 1
Job in other areas than the
graduated specialization

4

Similar job to the graduated
specialization

5

Job in other areas than the master
degree specialization

5

Similar job to the master degree
specialization

4

Unemployed IE master degree
students

2

Table 2. IE master degree students

In the next tables and diagrams we present the
correlations and percentage relations between
different suggestive attributes to this study.

Total IE specialization
graduates(%)

Total other than IE
graduates(%)

90,9% 9,09%

Table 3. Percentage relation between graduated
specialization and the master degree specialization
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Fig. 2.  Correlation between the graduated
specialization and IE master degree specialization

Job in other
area than the
graduated
specialization
(%)

Similar job to
the
graduated
specialization
(%)

Unemployed
IE master
degree
students (%)

36,36% 45,45% 18,18%

Table 4. Percentage relation between the current job
and the graduated specialization

Fig. 3. Correlation between the current job and the
graduated specialization

Job in other
areas than the
master degree
specialization
(%)

Similar job
to the master
degree
specialization
(%)

Unemployed
IE master
degree
students
(%)

45,45% 36,36% 18,18%

Table 5. Percentage relation between the current job
and the master degree specialization

Fig. 4. Correlation between the current job and the
master degree specialization

4   Conclusion
From the data analysis, correlation and percentage
relations presented in this study, we can conclude
that:
- The majority of the undergraduate IE students are
keen on continuing their education with master
degree studies;
- The majority of IE master degree students
(approximate 90,9%) are formed by former IE
graduate students, and only a small percent of other
than IE graduates (aprox.9,09%);
- An important percent (45,45%) of the IE master
degree students found a similar job to the graduated
specialization, and 36,36% of  IE master degree
students have occupation similar to the master
specialization.
- A small percent (18,18%) of the IE master degree
students are unemployed, for different reasons, not
mentioned in the questionnaires.
- Due to the financial support obtained from
different companies, banks etc. we observed an
increased number of students to other than IE master
degree specializations.
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