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Abstract:Networked control systems (NCS) provide many advantages for idustrial development. For larger scale
systems and more complex systems usage of NCS’s will become mandatory. However usage of networked control
systems introduces time-delay uncertainty in closed-loop system dynamics. These time delays are caused by the
time sharing of the communication medium as well as computation time necessary for control algorithms, resulting
in destabilization of the system and jeopardizing system stability. In this work a novel networked control system
architecture that runs under non-ideal network conditions where packet loss and random time delays occur. pre-
viously introduced MBPNCS architecture is expanded by including random delay in the communication network.
The delays and data losses caused by the communication network are compensated for using the computational
power of the computer nodes of the networked control system. The architecture is independent of the control al-
gorithm and uses a model to predict the plant states into the future to generate corresponding control outputs. This
approach enables the system to be controlled in a pre-simulated manner and stability can be maintained even with
high packet loss probabilities. In this approach, it has to be assured that the predicted control signals are applied
while their prediction conditions are still valid. The proposed model based predictive networked control system
architecture is simulated on a DC motor. The overall effect is that stability is maintained although the response of
the plant to the reference can be delayed. The system remains stable even when there exists network jitter. The
number of predictions that have to be made to keep the system running is also examined and a prediction horizon
dependent on rise time of plant is proposed.
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1 Introduction

In the recent years, digital control systems have
gained importance. Use of computers or microcon-
trollers in control applications is becoming more and
more common. Digital approaches increase the deci-
sion making capabilities of the controller and facilitate
the design and reconfigurability of the system. They
also enable the use of standardized components that
reduce cost and increase the versatility in the imple-
mentation of digital control systems.

A Networked Control System (NCS) is a feed-
back control system where the control loop is closed
over a communication network. The controller and
the plant are physically separated. Actuators and sen-
sors are also computer nodes on the network with
some computational capability.

In a NCS, sensor nodes have the task of measur-
ing one or multiple plant outputs and transmitting the
measured values over the network. Controller nodes
use the plant outputs that they receive from sensor

nodes to calculate control outputs by a control algo-
rithm which are then sent to the actuator nodes Actu-
ator nodes have the task of applying commanded val-
ues received over the network to the plant by means
of suitable actuators. The data that travels over the
network is encapsulated in a packet.

The complexity of control design and the com-
munication delays are drawbacks of NCS’s. With the
addition of a communication network in the feedback
control loop, the complexity of analysis and design for
a NCS increases because delay in the control loop has
to be accounted for. There are essentially three kinds
of delays in a NCS which are dependent on the net-
work scheduling policy and are generally not constant
or bounded in common network protocols: Commu-
nication delay between the sensor node and the con-
troller node that has occurred during sampling instant
tk : τsc(tk), computation delay in the controller node
that has occurred during sampling instanttk : τc(tk),
and communication delay between the controller node
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and the actuator node that has occurred during sam-
pling instanttk : τca(tk). The length of the trans-
fer delay depends on network load, priorities of the
ongoing communications, electrical disturbances and
various other factors. Note that sensor and actuator
nodes also have some computational load and there-
fore some delays that can be expressed respectively as
τs(tk) andτa(tk), but these delays can be considered
as fixed and the sensor node calculation delay can be
included inτsc(tk) and the computation delay at the
actuator node can be included inτca(tk). The total de-
lay from sensing to actuation is the sum of the above
delays:

τ(tk) = τsc(tk) + τc(tk) + τca(tk) (1)

2 Background

NCS’s have been studied and several methods have
previously been proposed to improve their stability
[1, 2, 3]. Dead bands [4] aim to reduce the amount of
communication [5] by eliminating repetitive transmis-
sions of similar data, thus improving network condi-
tions. However the network is assumed to be lossless.
Gain adaptation [6] and network observers [7] pro-
posed by Ohnishi observe the condition of the network
and compensate for the effect of delay in the con-
trol algorithm by adjusting the gain or adding a nega-
tive feedback term however they consider the changes
in network to be relatively slow or the network de-
lay times to be symmetric (sensor node to controller
node delay is same as controller node to actuator node
delay). Some a-priori knowledge of the delay is as-
sumed. Model predictive controllers [8, 9] are used in
similar scenarios but they either do not take into ac-
count the synchronization between the nodes or they
are not set up to be networked control systems, be-
cause they rely on a direct link between the sensor
node and controller node. This means that both con-
troller and sensor tasks reside within the same node
of the network or they are connected with a non-
networked link. Also a-priori knowledge of the refer-
ence signal is assumed in the model predictive control.
To address these problems, we propose a method that
improves the performance of a basic NCS under vari-
able time delays and packet loss. Standard NCS ar-
chitecture is assumed and no direct links are required,
therefore the method can be applied to existing NCS’s.
A-priori knowledge of the reference signal is not as-
sumed as this is not possible with most systems.

3 Model Based Predictive
Networked Control Systems

We propose a novel NCS architecture that will im-
prove the robustness and stability of networked con-
trol systems to data loss. We achieve this by holding
a model of the plant within the controller and calcu-
lating current and the predicted control output to the
plant for several time steps into the future. All of these
outputs are then sent to the actuator node at once every
sampling instant which applies the first to the plant.
In case of data loss in the controller node to actuator
node link, previously sent predictions are applied to
the plant at each successive sampling instant, hence
the name Model Based Predictive Networked Control
System (MBPNCS).

Figure 1: Model Based Predictive Networked Control
System Setup

The proposed control system is composed of five
parts: acommunication network, asensor nodewhich
has the primary function of sensing and sending plant
statesx(tk) to the controller, acontroller nodewhich
generates and sends the control packet containing the
control outputsu(tk, i) where tk is the moment of
sampling at the sensor andi is the predicted control
signal that is expected to be applied ’i’ sampling time
steps into the future fromtk, amodel of the controlled
plant P̂ which is reinitialized at the controller node
whenever new plant statesx(tk) arrive from the sen-
sor node to limit deviation of the sates of the model
from those of the actual plant and anactuator node
which applies the control outputu(tk) or a predicted
control output̂u(tk) generated by the controller node
to the plant every sampling instant. All nodes run
periodic tasks and late packets are considered to be
lost. Packet loss between the sensor node and the
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controller node is compensated at the controller node
by prediction and packet loss between the controller
node and the actuator node is compensated at the
actuator node by usage of predicted control outputs
and a selection algorithm which determines the
appropriate control output or prediction.
The sensor node senses the plant statesx(tk), then
rate terms of the control algorithm are calculated at
the sensor node since continuity of plant states cannot
be assured at the controller node because of network
packet loss. Then the plant states and the rate terms
are encapsulated in a network packet and sent to the
controller node. The controller node obtains the plant
statesx(tk) and the proportional and derivative terms
from the sensor node and reinitializes the plant model
with them. If packet loss has occurred then the con-
troller node useŝP andx(tk−1) to generatêxtk−1(tk)
instead, which is the predicted plant states for time
tk that were predicted with sensor data originating
from time tk−1, also this data loss information is
stored in a boolean variableSF which is set to high
if data form sensor is received and low otherwise.
In these predictions it is assumed that the controller
to actuator link has not been broken in the sampling
period. Since the control output depends either on
actual plant states or predicted ones, it is important to
convey this information to the actuator; if the actuator
has successfully applied the previous control outputs
to the plant but the controller was not able to receive
the current plant states from the sensor, its prediction
x̂(tk) will have small error, whereas if the controller
to actuator link had broken during transmission of
outputu(tk−1), then the actuator will have applied a
different input to the plant, and if the current plant
statesx̂(tk) could not be received and needed to be
predicted, this prediction would not be correct. How
this of synchronizationis handled will be explained
in more detail at the end of this section. A control
algorithm is applied tox(tk) or x̂tk−1(tk) and a control

outputu(tk, 0) is generated.u(tk, 0) is applied toP̂
with x(tk) resulting in the predicted states for time
tk+1 : x̂tk(tk+1), then the control algorithm is used
again to calculate a predicted control outputû(tk, 1).
This procedure is repeated n times untilû(tk, n) is
obtained. All of these control outputs andSF are
inserted into a packet and sent over the network to
the actuator node. The packetPt(tk) generated at
time tk therefore consists of n+1 control outputs and
a sensor flag: u(tk, 0), û(tk, 1), . . . , û(tk, n), SF .
Figure 1 depicts the contents of network packets and
their relations in a NCS. The number of predictions is
chosen based on the following factors:

1. The accuracy of the model should be considered.

2. The packet size should not decrease network
quality of service.

3. Processing power available.

A method of identifying the prediction horizon for
open-loop stable systems is given in section 4.3. The
actuator node applies the signals obtained from the
controller node to the plant. If no contol output has
arrived from the controller node for sampling interval
[tk, tk+1], then a prediction from a previously received
packet such aŝu(tk−1, 1), û(tk−2, 2)...û(tk−n, n) is
applied. If no prediction is available for cases where
transmissions have been broken for a long time, final
value is held. If a control packet has actually been re-
ceived successfully there are still two possibilities:
1. Either the contol singal just recived is based on suc-
cessfully received state information or a correct state
prediction
2. It is based on an erroneous state prediction. This
depends on the synchronization between the plant and
the model of plant. As explained above theSF in
the packet is used to convey sensor node to controller
node packet loss information. Therefore the actuator
node has two states, the synchronized mode and the
interrupted mode.
Synchronized mode:The synchornized mode indi-
cates that the plant model states of the controller have
small error compared to the states of the plant. If the
actuator node receives a control packet from the con-
troller node when it is in the synchronized mode then
it applies the control output from that packet to the
plant at timetk, which would beu(tk, 0) if sensor flag
is high, orû(tk, 0) if sensor flag is low. A low sensor
flag is ignored in the synchronized mode. However,
if packet loss has occurred adn actuator node does not
receive a control packet then̂u(tk−1, 1) is applied to
the plant and the state of the actuator node changes to
interrupted mode. The actuator switches back to syn-
chronized mode only when a packet with a highSF
arrives from then on.
Interrupted mode:

When the actuator node fails to receive a packet
the controller node is not aware of this event. The
controller node assumesu(tk, 0) was applied to the
plant and does its calculations accordingly, whereas
actuallyû(tk−1, 1) has been applied. This causes the
synchronization between states of plant and its model
to be lost. If a control packet with a lowSF arrives
after the actuator has entered the interrupted mode sig-
nifying this situation, then the packet is rejected. The
control outputs in the packet received before the ac-
tuator entered the interrupted mode are used one af-
ter the other. The reason for rejecting packets is that
the controller node generates control signals assuming
that the controller to actuator link is not broken due to
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packet loss. But the previous packet was definitely
lost and therefore the control outputs in the current
packet with lowSF may not be correct.

4 Results
The proposed method was tested using computer sim-
ulations using TrueTime [10]. TrueTime is a Matlab
toolbox which is designed to simulate real-time com-
puter networks [11]. It has a low level of abstrac-
tion where it simulates computer systems at instruc-
tion execution level and communication network at
data transport level. Therefore, we can say our results
are close to actual implementation. The DC-servo de-
scribed by the following transfer function is used as
the system plant.

G(s) =
1000

s(s+ 1)
(2)

A PD controller is implemented according to the fol-
lowing equations;

KP (tk) = K(r(tk)− y(tk)) (3)

KD(tk) = αdKD(tk−1)+βd(y(tk−1)−y(tk)) (4)

αd =
Td

Nh + Td
(5)

βd =
NKTd
Nh + Td

(6)

u(tk) = KP (tk) +KD(tk) (7)

wherer(tk), y(tk), u(tk) are reference, plant output,
control output andKP (tk),KD(tk) are proportional
and derivative components of control output,K is the
proportional gain andtk, is the sampling instant.N ,
Nh, αd andβd are constants. The valuey(tk) is ob-
tained byHx(tk) whereH is the output matrix of the
plant andx(tk) are the plant states at timetk. The
sensor node also calculates theKD(tk) term using

KD(tk) = αdKD(tk−1)+βd(y(tk−1)−y(tk)) (8)

and also stores old values ofKD(tk−1) andy(tk−1).
ThereforeKD(tk) used initially originates from the
sensor node, estimates ofKD() are used for future
predictions or if no data arrives from the sensor node.
Therefore, if actualKD(tk) values from the sensor
arrive in time for calculations, they are used in the
controller node, but if they do not arrive on-time, their
estimates are used instead. The controller node also
calculatesn other control outputs, only the first one
is calculated withKD(tk) originating from the sen-
sor. The other calculations are done with calculated

KD() values. A broadcast network topology using
CSMA/CD scheme is employed.

The proposed control system is compared with a
basic Networked Control System (bNCS) where only
the sensor node runs a periodic task and the controller
and actuator nodes run event driven tasks that function
only when they receive a message from the network
to calculate control output and apply it to the plant
respectively. As performance metric, the root mean
square of the error between the reference and plant
output is used.

4.1 Model Based Predictive NCS (MBPNCS)
Controller Setup

The state space representation of continuous plant
model is discretized with a sampling time of 0.01 sec-
onds. The controller node starts processing 0.001 sec-
onds after the sensor node and the actuator node starts
processing 0.001 seconds after the controller node.
This is to ensure that the network has time to deliver
the data packets between the nodes. Under ideal net-
work condition of no packet loss both the MBPNCS
and bNCS display identical results, Figures 2 and 3.

Figure 2: Basic NCS, ideal conditions
RMS Error: 0.2324

As packet loss increases degradation in perfor-
mance is observable with the increasing RMS errors.
However the reason for the degradation in control
quality is different in both systems. The cause of in-
creased RMS in the bNCS is loss of stability because
packets are late causing loop delay and resulting in
performance shown in Figure 5, on the other hand the
increase in RMS of the MBPNCS is because even if
packets are late, a calculated control output is applied
to the plant. However after the calculation of this con-
trol output the reference may have changed. There-
fore the plant is controlled towards an old reference.
The retardation of the reference can be seen clearly
on Figure 7 where the reference and plant output are
shown together with the control output signal estimate

Proceedings of the 6th WSEAS International Conference on Applied Computer Science, Tenerife, Canary Islands, Spain, December 16-18, 2006       202



Figure 3: MBPNCS, ideal conditions
RMS Error: 0.23252

i used from the control packet. Signal estimate is off-
set by -4 for clarity. It can be seen that the plant is
able to catch the reference once the actuator reenters
a synchronized mode and the actuator node does not
have to remain in synchronized mode to be able to go
to the reference. Note that our system does not have
a-priori knowledge of the reference signal in contrast
to other research such as [9]. Performance of bNCS
deteriorates much faster than a MBPNCS. Stability is
also lost on a bNCS whereas it remains stable on a
MBPNCS, even for extreme rates of packet loss. The
degradation in performance is shown in Figures 4 and
5 [12].

Figure 4: Basic NCS 20% packet Loss
RMS Error: 0.66509

The tolerance to noise is examined in [12].

4.2 Effect of Random Network Delay
Jitter is the uncertaity in the actual starting time of a
scheduled event. It is always present in actual com-
puter systems. In a networked control systems, there
are two kinds of jitter: Due to uncertain execution
times of tasks within the computer nodes and due
to the uncertain time delays caused by the commu-

Figure 5: Basic NCS 30% packet Loss
RMS Error: 1.023

Figure 6: MBPNCS 50% packet Loss
RMS Error: 0.22644

nication network. The former can be eliminated by
taking the worst case execution times of tasks rather
than the actual, and designing the computer nodes for
those circumstances. The latter cannot be easily re-
moved unless a real-time network of suitable condi-
tions is used. However, in this work, we take a broad-
cast network topology using CSMA/CD contention
management scheme. Other sources of jitter in the
system are considered insignificant. It is possible to
keep phasing of execution of each computer constant
within the sampling period using clock synchroniza-
tion algorithms and guarantee that evey node in the
NCS wakes-up at the correct time with respect to oth-
ers maximizing the possibility of correctly receiving
data from other nodes in the network. By phasing
the wake-up time of the controller node to the sen-
sor node and of the actuator node to the controller
node, we can offset the majority of problems caused
by network protocol delay. However because of the
higher granularity of clock synchronizaton algorithms
and unbounded nature of network protocol delays, it
is necessary to examine the system under certain such
delay conditions. The aim is to examine if the system
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Figure 7: MBPNCS 90% packet Loss
RMS Error: 0.65153

can tolerate jitter while a clock synchchronization al-
gorithm synchronizes the clocks.

In the simulations it is assumed that the sampling
period at each computer node is fixed and no clock
drift occurs. On startup the nodes synchronize and
start at once and their periods stay the same. In ac-
tual implementations, computer nodes will have clock
drift. However, clock synchronization algorithms will
either adjust the drift to keep the nodes synchronized,
or reset their clocks if drift causes them to lose data
packets. This means, we can treat closck drift as part
of the uncertain network protocol delay.

Random network delay is introduced in to the sys-
tem as follows:

1. The sensor node delays the sensor data before
sending it to the controller nodeτsc.

2. The actuator node has processing delay before
the data is copied to the signal bufferτca.

Since the controller does not apply a time stamp
to packets, its calculation delay can be incorporated
into either of the delays. These delays are expressed as
a percentage of the sampling period. A delay of 10%
in a system where the samling period of 0.01 seconds
would be 0.001 seconds.

The wake-up time of the three nodes in the system
are offset by 10% of the sampling time respectively.
Therefore if there is a delay of more than 10% the
packet will be late and it will be discarded. This is the
most significant effect that delays have on MBPNCS.
Beside this, excessive delays will alter the loop time
and therefore cause instability.

The relation of the jitter to the packet loss is cal-
culated with the following formula:

TsToff = (1− Pl)TsJ (9)

where:Ts is sampling time,J is Jitter,Toff is offset
Pl and is packet loss probability.

In figure 9 performance degradation due to jitter
can be compared with that due to packet loss which is
depicted in figure 8.

Figure 8: MBPNCS 70% packet loss only

Figure 9: MBPNCS 70% Random network delay
causing average packet loss equivalent to 70%

When compared to the basic NCS, the perfor-
mance is comparable under normal rates of random
network delay remaining within one sampling period.
This is because the packets in a basic NCS are not
dropped when they are late. This enables the control
loop to be closed and the effect of the jittery delay can
be considered as noise. For larger values the bNCS
loses stability. The result of a bNCS applied subjec to
network delay can be seen on Figure 13.

In figures 10 - 12 increasing amounts of random
network delay are applied to the system. In all cases,
the result is similar to that of pure network packet loss
as expected. Long periods of communication may
cause the reference singnal to be applied late to the
plant. This is unavoidable since the reference is not
known a-priori.

4.3 Prediction Horizon Calculation
To determine the minimum amount of predictions
necessary to control the plant without any degradation
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Figure 10: MBPNCS 30% Loss due to random net-
work delay, 40% packet loss

Figure 11: MBPNCS 35% Loss due to random net-
work delay, 40% packet loss

in performance, the control signal sent to the plant is
examined. Figure 14 shows the reference, plant output
and control signal. The amount of predictions neces-
sary can be related to the settling time of the plant.
The figure shows that the control signal rests at 0 after
the 0.20th second. The model will also provide this.
After the 0.20th second of predictions the predicted
control signal will be 0, therefore making predictions
beyond this point would be unnecessary consumption
of computational power. Therefore, predictions need
only be performed within a time span that corresponds
to the rise time of the plant. However this will be
applicable only for control applications involving an
open loop stable plant.

5 Conclusion
In this work, a novel networked control system
method; model based predictive network control sys-
tem (MBPNCS) is presented. It takes advantage of
the fast processing power of modern computers and
establishes a system that is robust as a networked con-
trol system (NCS) using non real-time networks. The

Figure 12: MBPNCS 50% Loss due to random net-
work delay, 20% packet loss

Figure 13: Basic NCS subject to network delay 80%
of period

architecture is a distributed system, which relies on
computational capacities of the sensor and actuator
nodes to ensure plant state synchronization with the
plant model inside the controller node. Controller
states are partially processed at the sensor node to en-
sure synchronization is regained during recovery from
packet loss. This new NCS method relies on a plant
model to predict the effect of control outputs to be ap-
plied to the plant, and generates an array of control
outputs that span over a specified prediction horizon
into the future. These signals are sent over to the ac-
tuator node where a selection algorithm is applied in
order to assure the synchronization between the con-
troller and actuator nodes. The control output is then
applied to the plant by the actuator node. Should com-
munication between the controller node and actuator
node fail, the actuator node uses the predicted control
outputs in the lastly received control packet, making
the system resilient against packet loss. During oper-
ation in this regime, no packets are transmitted over
to the actuator node and therefore changes in refer-
ence cannot be delivered. This new architecture is
applied to a DC servo motor and various aspects of
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Figure 14: MBPNCS Control Signal

the MBPNCS have been examined. It has been ob-
served that the architecture is robust against network
packet loss. The destabilizing effect of packet loss
is reduced to unresponsiveness to the reference com-
mand which is an inevitable consequence of commu-
nication loss. The effect of random network delay on
the system is examined. Since late packets are consid-
ered lost, random network delays only introduce high
rate of packet rejection which has an effect identical
to packet loss. It is observed that the MBPNCS archi-
tecture remains resilient with random network delay.
If the controlled plant is open loop stable, it is possi-
ble to limit the number of estimates to within the reise
time of the plant. Further development of this method
will include examination of performance under imper-
fect plant model and experimental implementation.
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