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Abstract: - Fuzzy sets have been widely used for solving data-mining problems during the last years. 
Another possible area of fuzzy methods application is automatic knowledge generation based on the set of 
precedents. This area is very important for artificial intelligence and machine learning theory. In this paper 
we suggest a new algorithm for fuzzy knowledge generation. It can find all significant rules with respect to 
wide range of reasonable criterion functions. Besides, the number of rules being generated is not high and 
their size is short thus simplifying decision interpretation by expert. We present the statistical criterion for 
knowledge quality estimation that provides high generalization ability. The theoretical results are 
complemented with the experimental evaluation. 
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1   Introduction 
At the present time fuzzy logic concept finds its 
application in many areas of human knowledge. 
Thus there exist a lot of successive projects of 
implementing fuzzy logic in control systems [2]. 
The ability of the theory to represent dependencies 
in linguistic terms facilitating understanding and 
managing the investigated process [3] led to 
development of fuzzy expert systems [1]. Such 
systems aimed for supervised learning or 
forecasting fall under the situation, in which we are 
given a set of fuzzy sets for each feature and 
knowledge base - a set of fuzzy rules. The 
successive system's creation depends fully on 
happy choice of fuzzy sets and rules appropriate for 
the current research field. It is a common situation 
that experts can't properly solve the problem with 
forming of fuzzy sets and rules and hence there is a 
need for some kind of automatic means. For the 
purpose methods using neural networks [4, 5], 
genetic algorithms [6, 7], clustering [8] and others 
have been proposed. 

Unfortunately, these approaches have some 
drawbacks: 
• The fuzzy system with great number of 

generated rules with relatively low significance 
level tends to sufficient overfitting; 

• High rules dimensions lead to poor knowledge 
interpretation and inability of deep 
understanding for the current application field; 

• Neuro-fuzzy techniques are characterized by 
dependence from initial approximation and 
sufficient calculation time needed for training; 

• For clustering there is a need to determine 
number of clusters or number of rules 
beforehand; 

• In genetic approaches there are a great number 
of parameters to be set by user and sufficient 
calculation time (or even infinite time in case 
of non-convergence). 
Also the following algorithms for fuzzy rules 

generation as decision lists [9] and active learning 
procedures like boosting [10, 11] can be mentioned. 
In these algorithms rules are used consequently for 
decision making. In practice consequent scheme 
makes decision interpretation for expert sufficiently 
harder or even impossible. There is a huge amount 
of research in algorithms based on decision trees 
[12, 13, 14]. These algorithms show good 
performance and are frequently used in practice. 
However, presentation of tree structure as a set of 
rules leads to great number of long rules with very 
similar sumptions [13]. This hardens decision 
interpretation. 

The goal of this article is to establish rules 
generating algorithm which avoids the mentioned 
drawbacks and at the same time builds a little set of 
short informative rules. In the next section different 
ways of representing fuzzy rules are considered. 
Section 3 provides algorithm for rules generation 
and investigates its properties. Then experimental 
results and brief conclusion are given. 

Hereinafter suppose we are given d real-valued 
features (independent variables) and one dependent 
variable, which takes values in {1  for 
classification (pattern recognition) task with l 
classes or takes real values for regression task. 

, , }l…
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Training set is denoted as , where 

 and 
1{ , }q

i i ix y =
d

ix ∈R {1, , }iy l∈ …  or . iy ∈R
 
 
2   Knowledge presentation 
Usually for knowledge presentation a set of rules of 
type “IF …, THEN…” is used [2]. At that rule 
sumption is some logical expression with respect to 
fuzzy sets of features. Denote ( )A xμ  as 
characteristic function of fuzzy set A . Consider 
some real-valued feature. From expert point of 
view this feature can be described as ordered set of 
fuzzy sets, where each of them corresponds to some 
linguistic value. For example, feature “patient body 
temperature” can be presented as three fuzzy sets 
with labels “Low”, “Medium” and “High”. In 
general case suppose that for expert there exists 
some partition of feature values which determines 
conditional borders between different states. 
Definition. Expert interpretation  of feature 

for partition of its possible values 
 is a set of fuzzy sets with conditional 

borders on neighbor points in this partition: 

iΙ
{1, , }i∈ … d

1 2, , in
i i ia a a…

1{ , 1, | ( ) ( ; , ),j
i

j j
i i i i iM

M j n x x a a xμ μ +Ι = = = ∈R}j

and 
1

*

1
*

1, [ , ] :

( ; , ) max ( ; , )j j
i i

j j
i i i

j j j j
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+

+

∀ = ∃ ∈

= 1+  

Here ( ; , )x a bμ  means characteristic function 
of fuzzy set with conditional borders a and b. The 
particular shape of characteristic function ( )μ ⋅  can 
be chosen in different way. In the paper trapezium- 
and bell-shaped functions are considered. The 
connection between function’s shape and 
conditional borders will be given in detail below. 
 
 
2.1   Trapezium-shaped functions 

Base shape of characteristic function can be 
given by isosceles trapezium (see fig. 1). Such 
trapezium includes triangle (if b ) and rectangle 
(if ) as special case.  
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Fig. 1 Trapezium-shaped characteristic function. 

Definition. { , }α β
GG

-covering of feature for some 
partition of its possible values  is a set of 

fuzzy sets 
1, , na … a

1
1{ }n

i iM −
=  with trapezium-shaped 

characteristic functions (fig. 1) such that: 
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It can be shown that { , }α β
GG

-covering for 
partition  is defined uniquely. Thus 1, , na … a

{ , }α β
GG

-covering can be used as expert 
interpretation of features. For definition of this 
covering it is necessary to set  parameters. 
However, in practice feature partition shows 
approximate borders between different states and 
fuzzy sets shape determines confidence level of 
expert with respect to these borders. Hence suppose 
that coefficients { ,

2n−1

}α β
GG

 characterize expert 
knowledge rather about whole feature values than 
separate fuzzy sets. That is why it seems reasonable 
to set 1 1, , , , ,n n 1α α α β β β−= =… … . 
 
 
2.2   Bell-shaped functions 

Trapezium-shaped characteristic functions are 
simple and have intuitive interpretation. However, 
such functions are not continuously differentiable, 
that hardens optimization of approximate borders 
using precedent information. To solve this problem 
a set of bell-shaped functions are introduced (see 
fig.2): 
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Fig. 2 Bell-shaped characteristic function. 

Here parameters l  and r determine 
approximate borders of fuzzy set, coefficient β  
controls fuzzy degree and 

( ; , , , ) ( ; , , , )l l r r l rμ α μ α⋅ = ⋅ = α . When β  tends 
to infinity bell-shaped characteristic function 
determines classical set of interval [ , .  ]l r
Similar to { , }α β

GG
-covering a covering by means of 

bell-shaped functions can be introduced. 
Definition. [ , ]α β

GG
-covering of feature for partition 

of its values  is a set of fuzzy sets 

 with bell-shaped characteristic functions 
1, , na … a

1
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In [ , ]α β
GG

-covering parameters αG  determine 
values of characteristic functions in partition points. 
If there are no significant reasons to set some 
particular values for these parameters, 0 5 can serve 
as appropriate choice.  Similar to { ,

.
}α β
GG

-covering 

parameters β
G

 in [ , ]α β
GG

-covering can be treated as 
expert confidence level with respect to chosen 
borders between states. Hence we can assume 
that 1 1, , nβ β β− =… . 

In the following ( ; , )x a bμ  can be considered 
as both trapezium- or bell-shaped functions.  
 
 
3   Rule generation 

Consider fuzzy rule R in the following form: 
1

1 1
& & ,r

r r

j j k
i i i iIF x M x M THEN y N∈ ∈… ∈   (1) 

Here 1

1
( ) { , , }r

r

j i
iSump R M M= … i  and 

. Denote ( ) kres R N= *R  the set of all possible 
rules of type (1). Rule generation problem means 
separation of some subset of rules R�  from *R , 
where these rules satisfy some criterion function. 
Many known criterion functions can be formulated 
using notions of representativeness and 
effectiveness. 
Definition. Representativeness of rule R is the 
following value: 

( )1 1
11

1( ) min ( ), , ( )j jr ri ir

q
k k
i iM M

k

rep R x x
q

μ μ
=

= ∑ …  

Definition. Effectiveness of rule R is given by 
the following formula: 

( )1 1
11

min ( ), , ( ), ( )
( )

( )

j j kr ri ir

q
k k
i i NM M

k

kx x y
eff R

rep R q

μ μ μ
==
∑ …

 
In other words representativeness is implicitly 

the rate of precedents, which satisfy the sumption 
of the given rule while effectiveness is the rate of 
precedents from the sumption, which satisfy the 
rule itself. We intend to generate rules, which have 
both high representativeness and effectiveness. 
More formally, a rule R R∈ � , if 

( ( ), ( ))C rep R eff R 1= , where  takes one or zero 
if rule satisfies criterion function or not. 

C

The simplest criterion function uses constant 
thresholds for representativeness and effectiveness: 

1, ,
( , )

0,
r eh if v c w c

C v w
otherwise

≥ ≥⎧
= ⎨
⎩

  (2) 

It is clear that for low representativeness significant 
rule must have high effectiveness while its 
effectiveness should be just a little more than prior 
class probability in case of high representativeness. 
Criterion function which takes this assumption into 
account can be formulated using statistical 
hypothesis checking. The rule R is insignificant if 
the information that object satisfies the rule 
sumption sheds no light on its affiliation to the 
result set of the rule. Let's check the following 
statistical hypothesis: 

{ | ( )} {k k}y N x Sump R y N∈ ∈ = ∈P P�

/

 
Without loss of generality suppose uniform prior 
probabilities: 1{ } { } 1ly N y N∈ = = ∈ =…P P l

l

. 
Examine the value . If the 
hypothesis is right, we have  
Bernoulli trials with the probability of success 
equals 

( ) ( )q rep R eff R⋅ ⋅
( )n rep R q=

1/s = . If , according to Moivre-
Laplace theorem, the distribution can be 
approximated with a normal distribution with the 
mean  and variance . This means that: 

5ns >

ns (1 )ns s−
( ) ( , (1 ) / )eff R N s s s n−∼  

Fixing the level of significance α , we find the 
necessary criterion function: 

11,
1

( , )

0,

s

lwif z
l

C v w
vq

otherwise

α
−⎧ ≥⎪ −⎪= ⎨

⎪
⎪⎩

  (3) 
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Here zα  is fractile of standard normal distribution. 
In literature there are known many other 

possible predicates for identification of significant 
rules based on effectiveness and representativeness 
notions. Entropy-based criterion and exact Fisher 
test [15] can serve as examples. 
Definition. 0α ≥  is called characteristics of 
predicate , if the following is 
true: 

2:[0,1] [0,1]C →

• 2( , ) [0,1] : ( , ) 1v w C v w v w α∀ ∈ = ⇒ ⋅ ≥  
• 20 ( , ) [0,1] : ( , ) 1,v w C v w v wε α ε∀ > ∃ ∈ = ⋅ < +

 
Definition. Predicate  with 
characteristic 

2:[0,1] [0,1]Cα →
α  is called maximal, if for any other 

predicate  with characteristics 2:[0,1] [0,1]C′ →
α  . ( , ) [0,1] : ( , ) 1 ( , ) 1v w C v w C v wα′∀ ∈ = ⇒ =
 
Definition. Rule bR  is restriction of rule aR  
( b aR R⊂ ) if the next two conditions are satisfied: 

•  ( ) ( )a bres R res R=
•  ( ) ( )a bSump R Sump R⊂
During the rule restriction representativeness 

becomes lower while the effectiveness may become 
higher. In the last case we will call restriction an 
effective one. 

Suppose we are given expert interpretations for 
all features , rules’ result set  and 

some predicate C  with characteristics 
1, , dΙ Ι… kN

0 0α α≥ > . 
Denote 

{ }* inf [0,1] | [0,1] : ( , ) 1rc v w C v w= ∈ ∃ ∈ =  
An algorithm given below (effective 

restrictions method) allows finding all significant 
rules of minimal possible order according to 
learning sample. It is based on linear search over 
the rules order. 
Step 1. Construct all possible rules of the first order 

*{ | ( ) , ( )

1, , 1, }

ijk
i

i i

,R R R res R N Sump R M

j n i d

′ = ∈ = =

= =
 

Step 2. Reject all rules with low representativeness, 
i.e. { }*| ( ) rR R R rep R c′ ′= ∈ ≥ . 

Step 3. Reject all rules that will not become 
significant even under the most effective 
restriction: 

{ }0| ( ( ), ( )) 1R R R C rep R eff Rα′ ′= ∈ =  

Step 4. If no rules remained then go to step 6. 
Otherwise examine the effectiveness of residuary 
rules. If  then the rule is 

tolerable and should be moved to the list of final 
rules: 

( ( ), ( ))C rep R eff R =

{ }
{ }

| ( ( ), ( )) 1

| ( ( ), ( )) 0

R R R R C rep R eff R

R R R C rep R eff R

′= ∪ ∈ =

′ ′= ∈ =

� �
 

Step 5. All other rules (if any) are used for 
restrictions in the following way. Sumption of any 
rule being restricted should be a subset of any other 
two rules, which are being restricted to the same 
rule of higher order: 

*

1 2 1 2

1

{ | ( ) ,
( ) ( ) ( ), , ,

( ) ( ) 1,
: , ( ) ( ) 1

kR R R res R N
Sump R Sump R Sump R R R R
Ord R Ord R

}R R R Ord R Ord R R R+ + + +

′ = ∈ =
′= ∪ ∈

= +
′∀ ⊂ = − ⇒ ∈

 
In other words, the union of sumptions of any two 
rules, which are restricted to the same rule of higher 
order, is exactly the sumption of this new rule (see 
fig. 3). If no new rules got, then go to step 6. 
Otherwise go to step 2. 

 
Fig. 3 Restriction of rules to third and forth order. 
Points represent fuzzy sets and contours encircle 
rules sumptions. 
 
Step 6. If all result sets were examined then stop 
working, otherwise increase k by one and go to step 
1. 
Theorem. Effective restrictions method constructs 
all significant rules of minimal order for any 
predicate C  with positive characteristics, i.e. 

*{ | ( ( ), ( ))
( ( ), ( )) 0

R R R C rep R eff R
R R C rep R eff R

1,
}

= ∈ =
′ ′ ′∀ ⊃ ⇒ =

�
 

The use of trapezium-shaped characteristic 
functions leads to continuous outputs with respect 
to continuous inputs. In case of bell-shaped 
functions the outputs are smooth (i.e. second 
derivate of output with respect to the inputs can be 
computed). These properties of outputs make 
possible the optimization of expert interpretation 
adjusting it to the training data using first (in case 
of continuous outputs) and second order (in case of 
smooth outputs) optimization methods.  
 
4   Experiments and conclusion 
The proposed algorithm was tested on both 
classification and forecasting tasks. For knowledge 
presentation bell-shaped characteristic functions 
with further borders optimization using training set 
were used. In classification case results of proposed 

1
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technique (ExSys) were compared with q-nearest 
neighbors (QNN), support vector machines (SVM), 
committee of linear classificators (LM), test 
algorithm (TA), linear Fisher discriminant (LDF) 
and multi-layer perceptron (MLP). The comparison 
was held according to three applications. The first 
was melanoma diagnostics (3 classes, 33 features, 
48 objects in the training sample, 32 objects in the 
testing set), the second task was speech phoneme 
recognition (2 classes, 5 features, 2200 objects in 
the training sample, 1404 in the testing set) and the 
last one was drug intoxication diagnostics (2 
classes, 18 features, 450 objects in the training 
sample and 450 in the testing set). The results of 
experiments (percent of correctly classified objects 
in the independent test sample) are shown on 
Figure 4. 
 
 

 
Fig. 4. The performance of different recognition 
algorithms on three reallife tasks. 
 
In area of forecasting ExSys was compared with 
multiple linear regression and MatLab fuzzy logic 
toolbox. There was considered the following task: 
predictions of magnetic amplitude oscillations in 
accelerating cavity of a klystron. The necessary 
data was taken for linear accelerator in DESY, 
Hamburg. The source information was oscillations 
on other cavities within the same klystron. The 
same table was used for learning of both systems. 
The results of their work on the control sample are 
shown on Figure 5. The tests show that the methods 
described above can be successfully used for fuzzy 
expert systems development. The proposed 
algorithm for knowledge base generation provides 
not a great number of rules which are both 
statistically significant and easily interpreted by 
experts. The approach focuses on the essence of 
research problem, not on particular samples, thus 
preventing the whole system from catastrophic 
overtraining. 

 
Fig. 5. Oscillations of magnetic field amplitude. 
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