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Abstract

As a consequence of the proliferation of multimedia contents, users are nowadays frustrated with the huge amount of
available video information whose content is not targeted to their needs and preferences. Its challenging to analysis video
content for video personalization due to the lack of semantic video summarization and retrieval technigues. In fact, most of
current video personalization systems are using low-level features. However, users identify and select video content using
high-level semantics. This creates a gap between user preferences and video content representation that must be bridged
for video personalization systems.In this paper we present a new approach for video personalization based on domain
knowledge. We first introduce an ontology based indexation approach to enhance retrieval performance. Then, we present
a personalization strategy based on fine grained sequential pattern discovery. The proposed approach is based on both user
and content personalization. The performance study and experiments show that the use of ontologies to index and represent
video contents enhance running time and memory performances. This paper also describes VideoMiner, a system prototype
that implement the proposed approach for video personalization.
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Traditional approaches to personalization include content-
based and user-based techniques [1]. In a content-based
system, the objects are recommended according to the sim-
1 Introduction ilarity of their associated features. User-based system com-
pares current users past actions with the historical records of

One of the most interesting topics in video research, as wifiér users in order to find the users with similar interests
as one of the most important challenges in video mini@§d then recommend the objects they have visited. How-
is the reasoning on video content and users at a semafig» SOme problems arise from those techniques. On one
level and then deliver for each user a personalized contdlthd: content-based systems suffer from the new user prob-
It is essential to the success of a video based system §8% consisting of the difficulty to find objects of interest
us interactive TV, video on demanéic,. Indeed, from for new user. On the other hand, user-based systems suf-

an e-commerce perspective, it is vital to have the abilit§" rom the new item problem, consisting on the difficulty

to retrain visitors and turn casual browsers into potentiQ '€commend new objects that has not been visited or has
users and customers. Video personalization systems, d&-nad many ratings. To deal with those problems, and im-
erally based on an unsupervised discovery of patterndPfiQVe performance, hybrid techniques combining content-

a defined input data [13], aims at tailoring video conteR@S€d and user-based approaches are proposed. The scal-
retrieval based on user’s past behavior and inference fr8Rility Problem, generally encountered in personalization

other like-mind users to anticipate the needs of a user aigiems due to the huge amount of users and objects, is
provide a customized content [15]. The basis of video p&fckied by the application of data mining techniques.
aditional personalization techniques can not be directly

sonalization includes modeling of video content and usetd AR SR -
characterization of user content browsing and access exgR!ied in video personalization systems. Indeed, it is chal-
riences, matching between and across videos and/or udSRging to apply such techniques due to the complexity level

and determination of the set of videos and/or video-parts2pVide0 objects and contents. Representing a video as a
be recommended. whole and single object is not suitable for capturing com-
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plex relationships among video content at a deeper sematitin for those two problems consists of using unified vo-
level. cabulary and descriptors for all videos, and use one file to
In this paper we present a video personalization systegpresent and index all videos. Such a unified vocabulary
where videos are recommended according to the objdstprovided by domain Ontologies. A domain ontology of-
contained within. Indeed, in the proposed system, a videdess the necessary conceptualization model of video content
represented according to its content by using domain cdorthe specific application area. With means of ontologies,
cepts and the chronological order of apparition of such cahe semantic gap between video content and human percep-
cepts is respected. The approach is based on a hybrid tieet can be bridged, and domain ontology can be used as a
ommendation method where both content-based and useigue source for video content indexation and retrieval.
based recommendation techniques are combined. The wOtk paper, first, addresses issues of developing a new hy-
is rooted in practical concerns from the data mining: weid approach for video recommendation that offers a fine
have studied the extraction of domain related behaviogahined, and domain related personalization by the mean of
patterns from server log files, and their application to videm OWL domain ontology [8]. Secondly, a personalization
personalization. The data is therefore made of transformsydtem prototype based on the proposed approach is pre-
video sequences. In the sequence transformation procsseated.

videos have to be represented according to fine grained cOnr main goal, when developing the hybrid approach, is to
cepts to preserve their semantics and ease interpretatiorcreate a model of user behaviors through the seamless inte-
However, videos are generally partitioned into shots agdhtion of semantic knowledge with user access sequences
frames, and by then, low-level features such as motigprovided by means of log files). The profiling process con-
color, and texture are extracted to form MPEG7 descrigist of discovering fine grained video sequential patterns.
tions [12]. In the next two paragraphes, we discuss so@ece frequent patterns are extracted, a recommendation al-
drawbacks and limitations of using low-level features ammbrithm seeks for most relevant videos to be presented to the
MPEGTY file descriptors. current user by taking into account the last visited videos.
Considering only low-level similarities ignores the domaifihe design framework and system prototype is a three-tier
related similarities among video content. Consequentlychitecture of server, middleware, and client. The server
from the recommendation perspective, the proposed videogintains the video content and metadada descriptors con-
may have considerable variances both in semantics andsisting of the domain ontology. The client communicates
sual content and, therefore, do not make much sense toumer query to retrieve content, and displays the personal-
man perception. Moreover, low-level features are very difed content. The middleware consists of a set of modules
ficult to comprehend and interpret. As a result the semartti@t aim at mining and maintaining usage patterns, index
gap between user needs and the personalization systemdeos according to the domain ontology, select a personal-
increased. ized content that correspond to user behavior and past ex-
Using independent file descriptors for each video is a ljgeriences, and offer an alternative browsing technique : on-
sic component in video mining and personalization fram®logy based video browsing and retrieval.

works. In most practical cases the number of MPEG7 de-this paper we assume that videos are indexed by an ex-
scription files is huge, and they are individually accesspdrt in the domain of application. Ideally the indexation
and parsed. On one hand, handling different files mak@®cess should be produced automatically. To this end, we
the task of unifying terms and semantics above a video cbh&ve to achieve automated analysis of the semantic contents
lection very difficult, and thus the semantic gap is going tf videos. However, since highly reliable analysis of such
be increased, especially in cases where the video contamitents is very difficult at present, we assume the process
is heterogenous and videos are indexed by different psredone manually. In our experiments, we use the open plat-
sons without a predefined and unified set of domain terfiesm Protégé [16] for video indexation based on an OWL
and vocabulary. In those cases, different descriptors ndgmain ontology.

be used to describe the same content of different vide®he rest of the paper is organized as follows. Section 2 pro-
On the other hand, using one file for metadata descriptioides the theoretical basis and definitions underlying our
per video is time consuming. Since accessing and happroach. Section 3 presents architecture and design of
dling files in huge data is time consuming-the more of itideoMiner. Section 4 presents experimental results. Sec-
video description files is, the higher the processing cost withn 5 gives an overview of related work on video person-
be. In fact, elementary video operations such as indeximdjzation. Concluding remarks and discussions on future
retrieval, management require the manipulation of the agark are given in Section 6.

sociated metadata, which if dispersed in many files -event

thousands- affect the system efficiency. One suitable solu-
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2 Ontology-Based Video Personaliza-{m,vz, ..,un} be a set of videos. Each videg is com-

tion Strategy posed of a list of clips such ug =< ¢, cl?, ..., " >,
where a clipcl] is composed of a list of images. In other

L J —— i d  iad . i ad
The problem of Ontology-Based Personalization can be #Wordscl; =< imj ,,im; ,, ..., im; , >. Animageim; , is

vided into three subproblems as follows : represented by a set of domain related ontology concepts.
Let an ontology, say?, with its concepts se€ty,, an image
1. Ontology-Based Video Indexation, representation belongs 1@ = (T x To x Tq...).
A video domain sequencg. is obtained by replacing each
2. Mining fine grained video access patterns, image of each clip of each video ¢f by the list of do-

_ . main concepts involved in this image. The set of concepts
3. Video recommendation based on domain knowledggolved in an image are put together in a set called con-

and fine grained access patterns. ceptset. A conceptset have to be non-empty. Thus, a video
domain sequence is an ordered list of conceptsets. Figure
2.1 Ontology-Based Video Indexation 1 shows an example of transformation process from video

based sequence to domain based sequence.
Video indexation is important for video retrieval and pefe denote a VDS by s, so, ..., s, >, wheres; is a con-
sonalization. Ontologies are typically represented usiogptset also designed (). We also call; an element of
natural language domain terms, and thus are suitable tfog VDS sequence. The length of a V3Ss the number of
video annotation and indexation. In fact, linguistic and dits elements and is denoted 8. We denote an element of
main terms are appropriate to semantically represent videsequence byc, ¢s, ..., ¢, }, Wheree; is a concept of,.
content (events and objects). VideoMiner system usesAanoncept can occur many times in different conceptsets but
ontology to describe semantic contents such as objects aad occur only once in a conceptset.
events occurring in a video. Video clips and images are in-

dex using the concepts and relations of the OWL ontology. B el > A
. . qu 2y — I
Ideally the indexation process should be produced automat- L
v <

ically. To this end, we have to achieve automated analysis of [ <Eﬂh e ﬁ%>

the semantic contents of videos. However, since highly reli-

able analysis of such contents is very difficult at present, we s e, s s oy g o o s |
assume the process is done manually. In our experiments, v on 19>

we use Protégé for video indexation according to a domain

ontology. Figure 1: Domain ontology and VDS generation example.

2.2 Fine grained video access patterns Given a collection of sequencds the support of a se-

Once enough user access sessions are collected, accest gt(;]eS; denoted bfuPéS)’ IS thegufr_n k_)t_er ofzslequce:nces
guences containing the consulted videos are extracted. o) ntionzllareagszneur:r:ég isbga("s:: a :emlulgr?tiai )étte(r)r?-i ’
objective is to capture the user interest by semantically & g <y, . q h , ' S€q f pd .
ploring the objects forming those videos. In other word&P( ) < mtlﬁ‘]s“p’hwlderemms“p IS a user-fixed mini-
we are looking to find domain related similarities on thgum support threshold.

video sequences. To achieve it, the initial sequences pinition 2.1 Video sequence generalization :A se-
transformed to fine grained sequences called video domgiences; is a generalization of a sequend®, denoted
sequences (VDS). ~ eitherbyS; =q Sy orbyS; <q Sy, if there exist a sef C

In the next subsections we present a formal description[pfs,] and a surjective monotonously non-decreasing map
input data. Then, we present the transformation procegs, 7 — [1..|S,|] such that:Vi € Z, Sy(¢(i)) Ce S1(i),

a formalism for VDS representation, with new notions angherer is a subsumption relation among conceptsets (see
definitions. By then, we give the basis of sequential patteingfinition 2.2 bellow ).

mining method.
Definition 2.2 Conceptset subsumption :A conceptset

s1 = {x1,29,..,2,} subsumes a conceptset =
{yl,yg, ,ym} denoted92 C. s1 if : Vx; € S1, Elyj € Sy .
The format for initial data is a usual video sequengé.e, ¥; Co x:. WhereCg is the symbol of subsumption between
a list of videos that have been consulted by a useriLet two concepts of? [3].

2.2.1 Description of data and patterns
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222 Pattern mining Algorithm 1 VRAI : Video Recommendation Algorithm

1: 2 : domain ontology

C «— ©; Il set of videos to recommend
: I @ set of all frequent patterns;

: V: set of last visited videos

: I'y — @; /] set of selected patterns

To mine frequent patterns, an Apriori based algorithm is
used. Apriori is a classical algorithm used for sequential
pattern mining [2]. In the following we describe our method

arwN

6: CS «— getIndexedConceptSets(§2,V); llget the list

that,similarly to Apriori, performs a top down level-wise of conceptsets involved in the indexationfele-
. ments.
SeaI’Ch through the pattem Space Thls meansy at the (k+1)- 7: T'y < getInvolvedPatterns(CS); llget the set of pat
i terns where conceptsets@§$ are involved with re-
th level, the algorithm uses frequent patterns genergted at spoct 1o the apparition order
level k to compose candidates and then check their fre- & if F.CS%wthetnITj/ApCplyt:sZgFe-)basceg recommendat
. . 9 «— getRemCptSe — CS; llget the set o
guency. At the first pass, candidates are the sequences of conieptsetstﬁa;are i]nvlolvedlintheselected
size one made of the maximum concepts in the domain on- fertie and that did not figure in the concepts
I - 10: C « getIndexedVideos(§2,CS); liget a list of
tology: At later ste'ps, the algorithm extends a frequent p.at T e ot e eomaonion
tern either by adding a new element or extending an exist- es.
. . . . : elsé/Appl -based dati
ing element with a concept. The algorithm terminates when o eSC_’}Bpgig‘::,i‘i:;d;i,io;fgf’g‘g‘i”;}“"“
there are no frequent sequences at the end of a pass, or when 13: end f

14: return C;

there are no candidate sequences generated.

_ ) Figure 2: Video recommendation algorithm.
2.3 Video recommendation strategy based on

fine grained domain patterns

Recommendation systems are the most employed toolsdrprovide a general idea of what is each module is for.
e-commerce businesses. Recommendation systems helwit€oMiner architecture is basically implemented as a
users to rapidly and efficiently find the content they woulslug-in the open-source Protégé platform [16]. We have ex-
like to consult. The basis of recommendation systems istémded Protégé for video indexation, visualization and per-
apply data analysis techniques to generate a list of recafpnalization using the approach we have proposed in this
mended content products for each user according to his/pgper.

past behavior. VideoMiner adopts a three-tier architecture composed of :
The video recommendation algorithm we develop#Al client view and interaction interface, a middleware and of
is hybrid : both usage-based and content-bastRAl (see back-end server. View A of Figure 3 illustrates the block
Figure 2 ) suggests videos according to last visited videgiagram of these components. The client communicates
and either to the set of VDS patterns generated in the prayder query to retrieve content, and display the personalized
ous step, or the domain ontology. The step¥BfAlare as content. The server maintains the video content and me-
follows : (i) obtain a VDS from the last visited videos, sagatada descriptors consisting of the domain ontology. The
S, (i) select the VDS patterns that contain subsequencensitidleware consists of a set of modules that aims to mine
S according to Definition 2.3, (iii) if the selected patternand maintain usage patterns, index videos according to the
have at least one conceptset, than recommend videosdiémain ontology, select a personalized content that corre-
dexed with concepts involved in those conceptsets, (iv) if 8pond to user behavior and past experiences, offer an alter-
VDS pattern matches or no conceptset remains we suggesive browsing technique : ontology based video brows-
videos indexed by the same concepts than those contaiimgdand retrieval. The browsing technique exploits the un-
is S and which are not yet visited. derlaying ontology structure to navigate through the con-
cepts, and by then, show the videos where those concepts

Definition 2.3 Subsequence, super-sequence A se-
care present.

quenceS; =< X1, Xs,...,X,, > is called a subsequenc
of S =< Y1,Y5,....Y,, >, and S, a super-sequence
of Sy, if there exist a sef C [1,.5;] and a surjective
monotonously non-decreasing map: Z — [1..|S2|] such
that: Vi € Z, S1(i) € S2(¢(i)). The system prototype is based on the system structure and
architecture such as presented in View A of Figure 3. It
mines maintains and stores fine grained sequential patterns
3 Proposed Framework by XML documents. The system contains 4 major com-
ponents: (1) Video indexation, (2) Pattern extraction, (3)
This section gives an overview ofideoMiner a video Video recommendation, and (4) Video browsing and re-
personalization system we have developed. The goalrisval. Figure 3 shows the graphical user interface of the

3.1 System prototype
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implemented system. a lot of methods for personalization related to web person-
alization where content is either text or semi-structured data
T (e.g.,XML) have been proposed. A survey of existing tech-

Vi enine | | gmendeton ]p—\ = nigues and systems can be found in [15]. The proposed
—— approaches cannot be directly applied to video personal-
== ization. Also some projects are research works have been
investigating personalization of video and multimedia con-

tent. In [10] a personalization system based on static user

Middleware Client

preferences is presented. This system adapts the multime-
Figure 3: Block diagram of VideoMiner. dia content using the user selected preferences. In [5] a dy-

namic personalization system is presented. User profiles are
formed of weighted keywords reflecting user preferences.
In [6] user preferences are dynamically acquired by inves-
. tigating whether he/she is interested in the TV program or
4 Performance StUdy and experimen- not. Babaguchi [4] discussed video abstraction based on
tal results its semantical content in the sports domain. A profile is
formed of a pair of keywords and their weights. To select
To evaluate the effectiveness and efficiency of the usehighlights of a game, an impact factor for a significant event
ontologies to index and retrieve video content on personialtwo-team sports was proposed. All the cited systems are
ization systems, we performed an experimental evaluatiossing MPEG?7 [12] standard for content and metadata de-
on real datasets composed of 1984 videos, same nungagiptions. In [9, 11] ontologies are used to annotate videos.
of MPEGY files, and an OWL file that indexes the wholi can be pointed out that these methods are based on sur-
videos. Two charts are reported : the first one related to faee features of the video rather than on its semantical con-
execution time necessary to parse description files, and tdwets. In other words, instead of exploiting linguistic terms
second one, presents the memory space allocated to vigefmrm domain concepts, visual and low-level features ex-
descriptors without the content. We consistently found tha@cted from video content are used.
performances are better when OWL is used to describe dindsolve common problems related to scalability and ef-
represent the video content than when MPEG?7 files diwency, there had been a large utilisation of data mining
used. techniques for video clustering and classification [14], pat-
Indeed, on one hand, View A of Figure 4 shows the parsitern detection to characterize video events [17]video asso-
time for different sets of MPEG?7 files with the associataglation mining for semantic indexing and event detection
videos compared to the parsing time for the OWL file. Ja8]. Some other works such us [7] use combinations of
the other hand, View B of Figure 4 shows that the memoaysupervised and supervised learning techniques for high-
space dedicated to different sets of MPEG?7 files compaitigghts extraction.
to the memory space dedicated to the OWL file is higher. As
it can be seen the cost of using OWL for video description

and indexation compared to MPEG?7 descriptors is prefy  Conclusion and future work
minimal.

In this paper, we have proposed a new approach for video
: = personalization, and we have presented an implementation
\ of this approach. In this approach, we have used a domain
ontology for both video indexation, retrieval, and pattern
discovery, in order to enhance performances and reduce the
semantic gap between user behavior and perception, and
video content representation.
In the proposed approach, user preferences are extracted
from the usage data, and are dynamically and automatically
matched to domain knowledge. Such preferences are uti-
5 Related works lized together with the domain ontology towards the person-
alization of video content. The techniques discussed in this
Personalization and adaption of information to meet tpaper are based on a great extend on the utilization of se-
users needs and interest is an active research area. Althapgintial pattern techniques and ontology based knowledge

Viewa  Mmberofvideos ViewB Number of videos

Figure 4: Performance improvement.
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representation. Furthermore, we have presented the desigh T. R. Gruber. A translation approach to portable ontol-
and architecture of VideoMiner prototype. VideoMiner is

a video recommendation system based on fine grained se-
guential patterns. The system adopts a three-tier architec-
ture composed of : client view and interaction interface, a

middleware and of back-end server.

The proposed approach can be extended by taking into ac-
count ontology inte-concept relations in the mining process

to capture complex relations among video content. By do-

ing so, video domain sequences will have the structure of ﬁio
rected graphs for which new personalization methods have
to be developed. The implemented prototype can be ex-
tended so that the system will be accessible via the Web
with a light interface.

[11]
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