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Abstract: In this paper we consider the different kinds of kurtosis measures. We compare 
them for symmetric-scale distribution functions. We show the disadvantages of kurtosis 
measures then by introducing a kurtosis measure we modify the kurtosis measures. 
Finally we discuss the properties of introduced measure. 
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1  Introduction 
It is the most popular that the kurtosis 
measure has been computed by: 
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where µ  is the mean of the random 
variable X. 
This is the fourth moment which is 
divided by square of the second moment. 
For a continuous random variable X with 
distribution function F which is 
symmetric we ca write formula (1) by: 
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But 2β  is not a robust measure, because 
it is so sensitive to outliers. For example 
by generating 1000 data from a normal 
distribution 2β  is computed, 3.01, if we 
replace one of the generated value by an 
outlier value 2β  is computed 3.8, which 
is far from 3. We know that 2β  is equal 
to 3 for normal distribution. 

2β  does not measure only peaked ness 
of a distribution. It measures both 
peaked ness and tail weight of a 

distribution, so it does not sort the 
distribution based on the height of 
distributions each other. If second 
moment of distribution is infinite, 2β  
does not exist for the distribution. 
Balanda and McGillivray (1988) showed 
that for some distributions which have 
different shape from normal 
distribution, 2β  is almost 3, so 32 =β  is 
not a sufficient condition for normality 
and 2β  does not measure departure from 
normality. 

2β  is not a good measure for a special 
mixture distribution function which is 
introduced by Ali (1974). 
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where ( )xΦ  is normal distribution 
function and k=2,3…. 
This sequence converges in distribution 
to the standard normal distribution as 

∞→k , however ( )
∞→

+
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kβ . 

Statistician tried to introduce another 
kurtosis measure which does not have 
the disadvantages. 
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Hogss (1974) introduced a kurtosis 
measure which measures of tail weight. 
For 5.00 ≤< p  define 
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where F is the distribution function and 
( )pF 1−  is the pth  quantile of F. 
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He used ( ).2.0 FQ  For symmetric F we 
have  
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( )FQp  is not a robust measure either, 
but it is not so sensitive as 2β  
Ruppert (1987) construct a robust 
kurtosis measure. For 5.00 <<< ηp  he 
defined  
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For symmetric F  
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Groeneveld (1988) defined a kurtosis 
measure for symmetric distributions. For 
0<p<0.5 we have: 
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2   Properties of the kurtosis 
measures 
Oja (1981) called the invariant scale 
location functional T as a kurtosis 

measure if for two symmetric 
distribution function F and G which G 
has at least as kurtosis s as F, GF s≤ , 
we can conclude that ( ) ( )GTFT ≤ . 
Kurtosis measures have two following 
properties. 
) ( ) ( ) 01 >=+ aXTbaXT   
) ( ) ( )GTFTGF s ≤⇒≤2  

Van Zwet (1964) introduced for the class 
of symmetric distributions an ordering 
defined by GF s≤  iff 

( ) ( )( )xFGxR GF
1

,
−=  is convex for 

Fmx >  where Fm  is the point of 
symmetry of F. Van Zwet ordered the 
following distributions as: 

LaplaceLogisticlaplaceUniform <<<  

2β  is computed 0.0125, 3, 45.46 and 6 
respectively. He showed that 2β  has the 
properties of kurtosis measure. We have 
to note that 32 >β  does not mean that 
the density function is higher than 
normal distribution. It may the density 
function has much mass in the tails 
rather than normal density function. 
 
 
3  Introducing a modified 
kurtosis measure 

2β  is so sensitive with respect to the 
outliers, so we offer the following 
measure: 
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where ( ) ( )qFpF −

−−
1,

21  are pth and qth 
quantiles of F which ( ).~ FX . 

( )Fq
pβ  is always finite and is symmetric 

distribution function q = 1-p. 
First of all we show that the introduced 
measure have two properties. First 
property is intuitive. For showing the 
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second property, we show that 
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F
G  is decreasing and 

if  R(x) is convex then ( )
x
xR  is a non 

decreasing function of  0≠x . 
Without loss of generality we can take 

0=Fm . In this paper we consider 
symmetric distribution, so the median of 
distributions are zero. 
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For 0>x  we take the first derivative of  
( )
x
xR . We obtain that ( ) ( )xR

x
xR ′≤ . For 

showing the last equality we note that 
( ) 00 =R . 

By using the mean value theorem we 
have 
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By the convexity of R(x), ( ) 0>′′ xR  and 
hence ( )xR′  is non decreasing and  
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x
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So ( )
x
xR  is a non decreasing for x>0. 

A similar proof holds for x<0. 
So  
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is non decreasing. 
For proving second property we have to 
show that 
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It is sufficient to show that  
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We can take ( )pFx 1−= . 
So 
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The last inequality is equivalent to: 
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By using the mean value theorem the 
last inequality is replaced by  
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decreasing when GF s≤  the above 
inequality is hold. 
Proposition : 
The kurtosis measure ( )k

q
p Fβ  for kF , 

which has been introduced by Ali 
(1974), converges to )( k

q
p Φβ . 

Proof: 
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4  Difference between 2β  and 
standardized fourth moment 
we consider the standardized fourth 
central moment given by  
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As a new measure of kurtosis, where α  
and 0>β  are location and scale 
parameters of the distribution. 
Two kurtosis measure are called shape 
parameter that measures peaked- ness 
and tailed ness of distributions.  
The denominator of β2 is fourth power of 
standard deviation, but the denominator 
of 2γ  is the fourth power of scale 
parameter. If the scale parameter, β ,  
and the standard deviation, σ , are equal 
in addition if the location parameter, α , 

and the mean, µ , are equal then 

22 γβ = . 
For the class of family of normal 
distributions β2 and γ2 are equal, because  
α  and β  in γ2 are mean and standard 
deviation. 
We note that for the family of normal 
distribution .322 == γβ  
Not only for standardized normal 
distribution but also for any desirable µ  
and σ  in normal distribution we have 

.322 == γβ  
Note that location and square of scale 
parameters are different from mean and 
variance. Standard deviation is one of 
the estimators of scale parameter. 
For example for standard Laplace 
distribution function 62 =β  and 
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So in general:  
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5  Concluson 
In this paper the kurtosis measure has 
been reviewed. The properties of 
kurtosis measure have been considered. 
The usual kurtosis measure has been 
modified and the properties of a kurtosis 
measure have been proved for this 
kurtosis measure. The introduced 
kurtosis measure does not have the 
disadvantages of the other kurtosis 
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measures especially it works well for the 
mixture normal distribution function 
which has been introduced by Ali. The 
difference of two types of kurtosis 
measures 2β   and 2γ  has been shown. If 
the mean and the standard deviation be 
the location and scale parameter then 

22 γβ = , otherwise .22 γβ ≠  
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