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Abstract: – Channel simulators based on Rice’s sum-of-sinusoids are playing an important role in mobile
fading channel modelling. However, the parameters of the sum-of-sinusoids have to be determined sophis-
ticated to fully exploit the great potential that this powerful procedure has to offer. This paper provides
a fundamental work on the stationary and ergodic properties of sum-of-sinusoids-based Rayleigh fading
channel simulators. Altogether eight classes of Rayleigh fading channel simulators are introduced, where
four of them are new. Each individual class is systematically investigated with respect to its stationary
and ergodic properties. This allows us to establish general conditions under which the sum-of-sinusoids
procedure results in a stationary and ergodic channel simulator. Moreover, with the help of the proposed
classification scheme, several popular parameter computation methods are investigated concerning their
usability to design efficient fading channel simulators. The treatment of the problem shows that if and
only if the gains and frequencies are constant quantities and the phases are random variables, then the
sum-of-sinusoids defines a stationary and ergodic stochastic process. For simplicity reasons, we restrict
our investigations to Rayleigh fading channels, but the presented results are of general interest, wherever
the principle of Rice’s sum-of-sinusoids is employed.

Keywords: – Mobile fading channels, channel modelling, propagation, channel simulators, Rice’s sum-
of-sinusoids, stochastic processes, deterministic processes.

1 Introduction
The sum-of-sinusoids principle was first intro-
duced in Rice’s seminal work [1,2], as a method to
model Gaussian noise processes with given tempo-
ral correlation properties. With the development
of mobile communication systems, this principle
became very popular, since it enables the design
of efficient and flexible mobile fading channel sim-
ulators. However, when Rice’s original method is
used to compute the model parameters, then the
period of the resulting fading process is merely
proportional to the number of sinusoids [3]. This
is a serious drawback, because it prevents keeping
the realization expenditure low. But fortunately,
many alternative methods (e.g., [4–9]) have been
developed to avoid this drawback.
In present days, the application of the sum-of-

sinusoids principle ranges from the development
of channel simulators for relatively simple time-
variant Rayleigh fading channels [4,5,10] and Nak-
agami channels [11, 12] over frequency-selective

channels [3, 6, 7, 13, 14] up to elaborated space-
time narrowband [15, 16] and wideband [17–20]
channels. Further applications can be found in
research areas dealing with the design of mul-
tiple cross-correlated [21] and multiple uncorre-
lated [9,22] Rayleigh fading channels. Such chan-
nel models are of special interest, e.g., in system
performance studies of multiple-input multiple-
output systems [23,24] and diversity schemes [25,
Chap. 6], [26]. Moreover, it has been shown that
the sum-of-sinusoids principle enables the design
of fast fading channel simulators [27] and facil-
itates the development of perfect channel mod-
els [28]. A perfect channel model is a model, whose
scattering function can perfectly be fitted to any
given measured scattering function obtained from
snap-shot measurements carried out in real-world
environments. Finally, it should be mentioned
that the sum-of-sinusoids principle has success-
fully been applied recently to the design of burst
error models with excellent burst error statistics
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[29,30] and to the development of frequency hop-
ping channel simulators [31,32].
Apart from the requirement that a sum-of-

sinusoids-based channel simulator should have an
(approximately) infinite period, several other per-
formance criteria are also important. For exam-
ple, it is of central importance to know the condi-
tions under which a finite sum of harmonic func-
tions with random parameters results in a station-
ary and ergodic channel simulator. The solution
of this problem is the topic of the present paper.
Here, general conditions are stated guaranteeing
that the developed fading channel simulator is not
only stationary but also ergodic. The primary
task of a channel simulator is to generate wave-
forms or sample functions, the statistics of which
is sufficiently close to the desired statistics of a
given ideal and generally non-realizable theoreti-
cal stochastic channel model, called the reference
model. If the channel simulator is ergodic, then
each sample function contains the same statistical
information. In this case, a single sample func-
tion is sufficient to characterize the channel, or,
in other words, an averaging over several realiza-
tions of sample functions can be avoided. Thus,
when ergodic channel simulators are used in sys-
tem performance studies, the overall simulation
time can be reduced drastically. For this reason,
it is therefore important to know the conditions
under which a sum-of-sinusoids results in an er-
godic process.
Since a sum-of-sinusoids depends on three kinds

of parameters (gains, frequencies, and phases),
where each of which can be a collection of ran-
dom variables or constants, there exists altogether
eight classes of sum-of-sinusoids. Consequently,
eight classes of Rayleigh fading channel simulators
can be defined. To the best of the authors knowl-
edge, four of them are completely new. In addi-
tion to that, one must confess that even for the
known classes their stationary and ergodic prop-
erties are partly unknown or at least not well un-
derstood. The intention of this paper is to close
these gaps. Here, the complete set of classes will
be defined and systematically investigated with
respect to their stationary and ergodic proper-
ties. We will see that if and only if the phases are
random variables and the gains and frequencies
are constant quantities, then the resulting chan-

nel simulator is stationary and ergodic. In all
cases, where the frequencies are random variables,
we obtain a stochastic channel simulator which is
stationary but non-autocorrelation-ergodic. The
worst case, however, is given when the gains are
random variables and the other model parame-
ters are constant. Then, a non-stationary channel
simulator is obtained. For simplicity reasons, we
focus our attention on Rayleigh fading, but the
obtained results can directly be generalized to all
kinds of channel simulators employing the princi-
ple of Rice’s sum-of-sinusoids.
The organization of the paper is as follows. Sec-

tion 2 describes a non-realizable reference model
defined by an infinite number of sinusoids. Limit-
ing the number of sinusoids leads to the simulation
models introduced in Section 3. Section 4 reviews
briefly the characteristics of stationary and er-
godic processes, and presents related performance
criteria. Section 5 introduces eight classes of sum-
of-sinusoids-based simulation models and investi-
gates their stationary and ergodic properties. Sec-
tion 6 applies the proposed concept to several pa-
rameter computation methods commonly used in
practice. Finally, Section 7 draws the conclusion.

2 The Reference Model
For our purpose, it is sufficient to consider
Rayleigh fading. A Rayleigh process, ζ(t), is de-
fined as

ζ(t) = |µ1(t) + jµ2(t)| (1)

where µ1(t) and µ2(t) are two statistically inde-
pendent zero-mean real Gaussian processes, each
with variance σ2

0.
1 Hence, the probability density

function pµi(x) of µi(t) (i = 1, 2) is given by

pµi(x) =
1√

2πσ0

e
− x2

2σ2
0 , x ∈ R . (2)

According to Clarke’s [33] popular two-
dimensional isotropic scattering model, the au-
tocorrelation function rµiµi(τ) of µi(t) (i = 1, 2)
equals

rµiµi(τ) = σ2
0J0(2πfmaxτ) (3)

where J0(·) denotes the zeroth order Bessel func-
tion of the first kind, and fmax is the maximum

1Throughout the paper, we use bold letters to indicate stochastic processes as well as random variables, and normal
letters are used for sample functions and realizations (outcomes) of random variables.
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Doppler frequency. The principle of Rice’s sum-
of-sinusoids [1,2] is based on a superposition of an
infinite number of weighted sinusoids with equidis-
tant frequencies and random phases. Using this
principle, the Gaussian process µi(t) can be mod-
elled as

µi(t) = lim
Ni→∞

Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) (4)

where Ni denotes the number of sinusoids. Ac-
cording to Rice [1,2], the gains ci,n and frequencies
fi,n in the expression above are given by

ci,n = 2
√

∆fi Sµiµi(fi,n) (5)
and

fi,n = n∆fi (6)

respectively, where i = 1, 2 and n = 1, 2, . . . , Ni.
In (4), the phases θi,n are assumed to be random
variables having a uniform distribution in the in-
terval (0, 2π]. The quantity ∆fi appearing in (5)
and (6) is chosen in such a way that the relevant
one-sided frequency range is completely covered
by (6). The symbol Sµiµi(f) in (5) denotes the
Doppler power spectral density, which is defined
as the Fourier transform of the autocorrelation
function rµiµi(τ).
Since the number of sinusoids Ni in (4) is infi-

nite, a software or hardware realization of µi(t)
does not exist. Nevertheless, the process µi(t) in
(4) is useful because it describes the stochastic
reference model. In mobile fading channel mod-
elling, a reference model is important for two rea-
sons. First, the non-realizable stochastic reference
model is the starting point for the derivation of a
realizable stochastic (or deterministic) simulation
model. And second, the reference model enables
us to measure the performance of the resulting
simulation model described in the next section.

3 Stochastic and Deterministic
Simulation Models

Generally, simulation models for fading channels
can be classified into two major classes, namely,
stochastic and deterministic ones. By employ-
ing the sum-of-sinusoids principle, a realizable
stochastic simulation model is obtained from (4)

by using only a finite number of sinusoids Ni. The
underlying stochastic process will be denoted as

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) (7)

where the gains ci,n and frequencies fi,n are still
constants, and the phases θi,n are again uniformly
distributed random variables. A comparison with
(4) shows directly that the stochastic process µ̃i(t)
tends to the Gaussian process µi(t) as Ni →∞.
Now, we consider the phases θi,n as outcomes

(realizations) of a random generator with a uni-
form distribution in the interval (0, 2π]. In this
case, the phases θi,n are real-valued constant
quantities, and the stochastic process µ̃i(t) results
in a sample function denoted by

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) . (8)

Note that different realizations of the set {θi,n} re-
sult in different sample functions µ̃i(t). It should
also be noted that the stochastic process µ̃i(t) can
be interpreted as a family (or an ensemble) of sam-
ple functions, i.e.,

µ̃i(t) = {µ̃i(t) | t ∈ R} (9)

where R denotes the set of real numbers. A sam-
ple function is in general deterministic or nonde-
terministic. To stress that fact that the sample
function µ̃i(t) in (8) is completely deterministic,
we call µ̃i(t) a deterministic process. Such a pro-
cess can easily be implemented on a hardware or
software platform. The realization of a determin-
istic process µ̃i(t) in form of a hardware system
or a software program is called the deterministic
simulation model.
Guided by the presentation in [34, pp. 373–

374], the relationships between reference models,
stochastic simulation models, and deterministic
simulation models can be established as shown in
Fig. 1.
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µi(t) = µi(t; θi,n)

µ̃i(t) = µ̃i(t; θi,n)

µ̃i(t) = µ̃i(t; θi,n)µ̃i(t0) = µ̃i(t0; θi,n)

µ̃i(t0) = µ̃i(t0; θi,n)
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Fig. 1. Relationships between Gaussian processes (refer-
ence models), stochastic processes (stochastic simulation
models), sample functions (deterministic simulation
models), random variables, and real numbers.

This figure illustrates the following interpreta-
tions:

1. If θi,n is a random variable and Ni → ∞,
then µ̃i(t) tends to a Gaussian process µi(t)
describing the reference model.

2. If θi,n is a random variable and Ni is fi-
nite, then µ̃i(t) is a stochastic process, i.e., a
family (or an ensemble) of sample functions
µ̃i(t). The stochastic process µ̃i(t) describes
the stochastic simulation model.

3. If θi,n is fixed, then µ̃i(t) results in a specific
sample function µ̃i(t) = µ̃i(t; θi,n) called a
deterministic process. Its realization is said
to be a deterministic simulation model.

4. If t = t0 is fixed and θi,n is a random vari-
able, then µ̃i(t0) = {µ̃i(t) | t = t0} is a ran-
dom variable.

5. If both t = t0 and θi,n are fixed, then µ̃i(t0)
and µ̃i(t) result in one and the same real
number, which is equal to µ̃i(t0).

For the performance evaluation of the stochastic
simulation model, it is important to know the con-
ditions for which the stochastic process µ̃i(t) is
stationary and ergodic. A clear understanding of
stationary and ergodic processes is important for
the intention of the paper. We will therefore re-
view these two terms briefly.

4 Review of Stationary and
Ergodic Processes

4.1 Stationarity
A stochastic process µ̃i(t) is said to be first-order
stationary (FOS) [34, p. 392] if µ̃i(t) and µ̃i(t+c)
have the same statistics for any c ∈ R. The den-
sity of a FOS process is independent of time, i.e.,

pµ̃i(x; t) = pµ̃i(x; t + c) ≡ pµ̃i(x) (10)

holds for all values of t and c. This implies that
the mean and the variance of µ̃i(t) are indepen-
dent of time as well.
A stochastic process µ̃i(t) is said to be wide-

sense stationary (WSS) [34, p. 388] if µ̃i(t) satis-
fies the following two conditions:

(i) The mean of µ̃i(t) is constant, i.e.,

E{µ̃i(t)} = mµ̃i = const. (11)

(ii) The autocorrelation function of µ̃i(t) de-
pends only on the time difference τ = t1−t2,
i.e.,

rµ̃iµ̃i(t1, t2) = rµ̃iµ̃i(τ)
= E{µ̃i(t)µ̃i(t + τ)} (12)

holds for all values of t1 and t2.

4.2 Ergodicity
A stochastic process µ̃i(t) is said to be mean-
ergodic if its ensemble average mµ̃i equals the time
average mµ̃i of µ̃i(t), i.e.,

mµ̃i = mµ̃i := lim
T→∞

1
2T

T∫

−T

µ̃i(t) dt . (13)

The stochastic process µ̃i(t) is autocorrelation-
ergodic if its autocorrelation function rµ̃iµ̃i(τ)
equals the time autocorrelation function rµ̃iµ̃i(τ)
of µ̃i(t), i.e.,

rµ̃iµ̃i(τ) = rµ̃iµ̃i(τ)

:= lim
T→∞

1
2T

T∫

−T

µ̃i(t)µ̃i(t + τ) dt . (14)

The two definitions above imply that mean-
ergodic and autocorrelation-ergodic processes are
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always WSS, since the mean mµ̃i in (13) is con-
stant and the autocorrelation function rµ̃iµ̃i(τ) in
(14) depends only on the time difference τ =
t1 − t2. On the other hand, however, a station-
ary process needs not to be ergodic [34].

5 Classification of Channel
Simulators

For any given number Ni > 0, the sum-of-
sinusoids depends on three types of parameters
(gains, frequencies, and phases), each of which
can be a collection of random variables or con-
stants. However, at least one random variable
is required to obtain a stochastic process µ̃i(t)—
otherwise we get a deterministic process µ̃i(t), as
it was pointed out in Fig. 1. Therefore, altogether
23 = 8 classes of sum-of-sinusoids-based simula-
tion models for Rayleigh fading channels can be
defined, seven of which are stochastic simulation
models and one is completely deterministic. For
example, one class of stochastic channel simula-
tors is defined by postulating random values for
the gains ci,n, frequencies fi,n, and phases θi,n.
The definition and analysis of the various classes
of simulation models with respect to their station-
ary and ergodic properties will be the topic of this
section.
Whenever the gains ci,1, ci,2, . . . , ci,Ni are ran-

dom variables, we assume that they are inde-
pendent identically distributed (i.i.d.). The same
shall hold for the sequences of random frequencies
fi,1, fi,2, . . . , fi,Ni and phases θi,1, θi,2, . . . , θi,Ni .
From a practical point of view, it is reasonable to
assume that the gains ci,n, frequencies fi,n, and
phases θi,n are mutually independent. We will
therefore impose the independence of the random
variables ci,n, fi,n, and θi,n on our model.
In cases, where the gains ci,n and frequencies fi,n

are constant quantities, it is assumed that they are
different from zero, so that ci,n 6= 0 and fi,n 6= 0
hold for all values of n = 1, 2, . . . , Ni and i = 1, 2.
We might also impose further constraints on the
sum-of-sinusoids model. For example, we require
that the absolute values of all frequencies, |fi,n|,
are different, i.e., (i) |fi,1| 6= |fi,2| 6= · · · 6= |fi,Ni |
for i = 1, 2 and (ii) {|f1,n|}N1

n=1 ∩ {|f2,n|}N2
n=1 = ∅,

where ∅ denotes the empty set. The former condi-
tion (i) is introduced as a measure to avoid intra-
correlations, i.e., correlations within µ̃i(t) (i =
1, 2), and the latter condition (ii) ensures that the

cross-correlation (inter-correlation) of µ̃1(t) and
µ̃2(t) is zero.

5.1 Class I Channel Simulators
The channel simulators of Class I are defined by
the set of deterministic processes µ̃i(t) [see (8)]
with constant gains ci,n, constant frequencies fi,n,
and constant phases θi,n. Since all model parame-
ters are constants, there is no meaning to examine
the stationary and ergodic properties of this class
of channel simulators. However, we will benefit
from the investigation of the mean and the auto-
correlation function of µ̃i(t).
Due to the fact that µ̃i(t) is a deterministic pro-

cess, its mean mµ̃i has to be determined by us-
ing time averages instead of statistical averages.
Thus, substituting (8) in the right-hand side of
(13) and taking into account that fi,n 6= 0, we
obtain

mµ̃i = 0 . (15)

Hence, the deterministic process µ̃i(t) of the sim-
ulation model has the same mean value as the
stochastic process µi(t) of the reference model,
i.e., mµ̃i = mµi = 0.
Similarly, the autocorrelation function rµ̃iµ̃i(τ)

of µ̃i(t) has to be determined by using time av-
erages. Substituting (8) in the right-hand side of
(14) gives the autocorrelation function rµ̃iµ̃i(τ) of
µ̃i(t) in the following form [3]

rµ̃iµ̃i(τ) =
Ni∑

n=1

c2
i,n

2
cos(2πfi,nτ) . (16)

One should note that rµ̃iµ̃i(τ) depends on the
number of sinusoids Ni, the gains ci,n, and the fre-
quencies fi,n, but not on the phases θi,n. It is in-
teresting to note that rµ̃iµ̃i(τ) approaches rµiµi(τ)
as Ni →∞, if the model parameters ci,n and fi,n

are computed according to the method of exact
Doppler spread [5].

5.2 Class II Channel Simulators
The channel simulators of Class II are defined by
the set of stochastic processes µ̃i(t) with constant
gains ci,n, constant frequencies fi,n, and random
phases θi,n, which are uniformly distributed in the
interval (0, 2π]. In this case, the stochastic pro-
cess µ̃i(t) has exactly the same form as in (7).
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The distribution of a sum-of-sinusoids with ran-
dom phases has first been studied in [35], where
it was shown that the first-order density pµ̃i(x) of
µ̃i(t) is given by

pµ̃i(x) = 2

∞∫

0

[
Ni∏

n=1

J0(2πci,nν)

]
cos(2πνx) dν .(17)

Note that (17) is independent of time and depends
only on the number of sinusoids Ni and the gains
ci,n. If all gains are equal to ci,n = σ0

√
2/Ni,

then it follows from the central limit theorem
of Lindberg-Lévy that the density pµ̃i(x) in (17)
approaches to the Gaussian density pµi(x) intro-
duced in (2) if Ni tends to infinity, i.e., pµ̃i(x) →
pµi(x) as Ni →∞. However, it is widely accepted
that the approximation pµ̃i(x) ≈ pµi(x) is suffi-
ciently good if Ni ≥ 7.
From (7), it follows that the mean mµ̃i of µ̃i(t)

is constant and equal to 0, because

mµ̃i = E{µ̃i(t)}

=
Ni∑

n=1

ci,n E{cos(2πfi,nt + θi,n)}

= 0 . (18)

Substituting (7) in (12) results in the autocorre-
lation function

rµ̃iµ̃i(τ) =
Ni∑

n=1

c2
i,n

2
cos(2πfi,nτ) (19)

which is a function of τ = t1 − t2.
From (17)–(19), we may conclude that µ̃i(t) is

both FOS and WSS, because the first-order den-
sity pµ̃i(x) is independent of time and the con-
ditions (i)–(ii) [see (11)–(12)] are fulfilled. For
a specific realization of the random phases θi,n,
it follows from Fig. 1 that the stochastic pro-
cess µ̃i(t) results in a deterministic process (sam-
ple function) µ̃i(t). In other words, the Class I
is a subset of the Class II. We realize that the
identity mµ̃i = mµ̃i holds, which states with ref-
erence to (13) that µ̃i(t) is mean-ergodic. A
comparison of (19) and (16) shows that µ̃i(t) is
also autocorrelation-ergodic, since the criterion
rµ̃iµ̃i(τ) = rµ̃iµ̃i(τ) [see (14)] is fulfilled.

5.3 Class III Channel Simulators
The channel simulators of Class III are defined by
the set of stochastic processes µ̃i(t) with constant

gains ci,n, random frequencies fi,n, and constant
phases θi,n, i.e.,

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) . (20)

Independent of a given specific distribution of fi,n,
it is shown in Appendix A that the probability
density function pµ̃i(x; t) of µ̃i(t) is given by

pµ̃i(x; t) =

∞∫

−∞

Ni∏

n=1




∞∫

−∞
pµ̃i,n(y; t)

· e j2πνydy

]
e−j2πνxdν (21)

where

pµ̃i,n(y; t0) =




∞∑
k=−∞

pf (xk)

2π|t0ci,n|
√

1−
(

y

ci,n

)2
, |y| < ci,n

0 , |y| ≥ ci,n .

(22)

In the expression above, pf (·) denotes the com-
mon density of the frequencies fi,n and the xk’s are
the solutions of the equation y = ci,n cos(2πxt0 +
θi,n). The result in (21) demonstrates that
pµ̃i(x; t) is a function of time. Consequently, the
stochastic process µ̃i(t) is in general not FOS.
However, it is also shown in Appendix A that
pµ̃i,n(x; t) becomes independent of t if t approaches
to ±∞. In this case, the density in (21) can be
simplified to

pµ̃i(x) → 2

∞∫

0

[
Ni∏

n=1

J0(2πci,nν)

]
cos(2πνx) dν

as t → ±∞ . (23)

Note that this expression equals the density of the
Class II channel simulators, as can immediately be
seen by comparing (23) with (17). With regard to
practical implications, we may conclude from (23)
that a Class III channel simulator behaves approx-
imately like a quasi FOS channel simulator if t is
sufficiently large.
To be more specific, we apply the Monte Carlo

method [6, 7] in order to compute the model pa-
rameters ci,n and fi,n. According to this method,
the gains ci,n and frequencies fi,n are given by

ci,n = σ0

√
2
Ni

and

fi,n = fmax sin (π ui,n)
(24a,b)
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respectively, where ui,n is a random variable which
is uniformly distributed in the interval (0, 1]. For
the phases θi,n, we still assume that they are con-
stant quantities.
By taking into account that the gains ci,n and

phases θi,n are constant quantities, the mean
mµ̃i(t) of µ̃i(t) is obtained by computing the sta-
tistical average of (20) with respect to the random
characteristics of the frequencies fi,n. Thus, we
obtain

mµ̃i(t) = E{µ̃i(t)}

=
Ni∑

n=1

ci,n E{cos(2πfi,nt + θi,n)}

= 2σ0J0(2πfmaxt)
√

2
Ni

Ni∑

n=1

cos(θi,n) (25)

where we have used the integral representation
of the zeroth order Bessel function of the first
kind J0(·) in [36, Eq. (9.1.18)]. Obviously, the
mean mµ̃i(t) changes generally with time. To
avoid this, we impose the boundary condition∑Ni

n=1 cos(θi,n) = 0 on the phases θi,n of the
Class III channel simulators. In this case, the
mean of µ̃i(t) is not only constant but also equal
to zero, i.e., mµ̃i = 0.
In general, the autocorrelation function

rµ̃iµ̃i(t1, t2) of µ̃i(t) is not only a function of the
time difference τ = t1 − t2, because

rµ̃iµ̃i(t1, t2) = E{µ̃i(t1)µ̃i(t2)}
= σ2

0J0(2πfmaxt1)J0(2πfmaxt2)

· 2
Ni

Ni∑

n=1

Ni∑

m=1
m6=n

cos(θi,n) cos(θi,m)

+σ2
0J0(2πfmax(t1 + t2))

· 1
Ni

Ni∑

n=1

cos(2θi,n)

+σ2
0J0(2πfmax(t1 − t2)) . (26)

However, if we impose the boundary conditions∑Ni
n=1 cos(θi,n) = 0 and

∑Ni
n=1 cos(2θi,n) = 0 on

the phases θi,n of the channel simulator,2 then (26)
reduces to the expression

rµ̃iµ̃i(τ) = σ2
0J0(2πfmaxτ) (27)

which states that the autocorrelation function
rµ̃iµ̃i(τ) is only a function of the time difference

τ = t1− t2. In this case, the autocorrelation func-
tion rµ̃iµ̃i(τ) of the stochastic simulation model is
identical to the autocorrelation function rµiµi(τ)
of the reference model described by (3). Thus,
the stochastic process µ̃i(t) is WSS, since the con-
ditions (i)–(ii) [see (11)–(12)] are fulfilled. If, in
addition, t → ±∞, then µ̃i(t) tends to a FOS pro-
cess. Also, the condition mµ̃i = mµ̃i is fulfilled,
implying that µ̃i(t) is mean-ergodic. But a com-
parison of (27) and (16) reveals that the inequal-
ity rµ̃iµ̃i(τ) 6= rµ̃iµ̃i(τ) holds. Consequently, the
stochastic processes µ̃i(t) of the Class III channel
simulators are non-autocorrelation-ergodic. The
problems of non-autocorrelation-ergodic channel
simulators have been discussed in [37].

5.4 Class IV Channel Simulators
The channel simulators of Class IV are defined
by the set of stochastic processes µ̃i(t) with con-
stant gains ci,n, random frequencies fi,n, and ran-
dom phases θi,n, which are uniformly distributed
in the interval (0, 2π]. Thus, the stochastic pro-
cesses µ̃i(t) has the following form

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) . (28)

The assumption that the frequencies fi,n are ran-
dom variables has no effect on the density pµ̃i(x)
in (17). Hence, the density pµ̃i(x) of µ̃i(t) is still
given by (17). Also the mean mµ̃i is equal to zero,
and, thus, identical to (18). But the autocorrela-
tion function rµ̃iµ̃i(τ) in (19) has to be averaged
with respect to the distribution of the frequencies
fi,n, i.e.,

rµ̃iµ̃i(τ) =
Ni∑

n=1

c2
i,n

2
E{cos(2πfi,nτ)} . (29)

Alternatively, the expression in (29) can be de-
rived by using the result of Example 9-14 in [34,
pp. 391–392]. Independent of a specific distribu-
tion of fi,n, we can say that µ̃i(t) is FOS and WSS,
since the density pµ̃i(x) according to (17) is inde-
pendent of time and the conditions (i)–(ii) [see
(11)–(12)] are fulfilled. Furthermore, the condi-
tion mµ̃i = mµ̃i is fulfilled, which implies that
µ̃i(t) is mean-ergodic.
When applying the Monte Carlo method [6, 7],

2By using trigonometric addition formulas, it can be shown that the system of nonlinear equations,
PNi

n=1 cos(θi,n) = 0

and
PNi

n=1 cos(2θi,n) = 0, can always be solved if Ni > 1. (The proof is omitted here for reasons of brevity.)
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the gains ci,n and frequencies fi,n are given by
(24a) and (24b), respectively. Using these equa-
tions in (29) results in

rµ̃iµ̃i(τ) = σ2
0J0(2πfmaxτ) . (30)

Obviously, the autocorrelation function rµ̃iµ̃i(τ)
of the stochastic simulation model is identical to
the autocorrelation function rµiµi(τ) of the refer-
ence model described by (3). However, a com-
parison of (30) and (16) shows that rµ̃iµ̃i(τ) 6=
rµ̃iµ̃i(τ). Thus, the stochastic processes µ̃i(t)
of the Class IV channel simulators are non-
autocorrelation ergodic. Recall that this is also
the case for the channel simulators of Class III.

5.5 Class V Channel Simulators

The channel simulators of Class V are defined by
the set of stochastic processes µ̃i(t) with random
gains ci,n, constant frequencies fi,n, and constant
phases θi,n, i.e.,

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) . (31)

The derivation of the density pµ̃i(x; t) of µ̃i(t) is
similar to the procedure described in Appendix A.
For reasons of brevity, we only present here the fi-
nal result, which can be read as follows

pµ̃i(x; t) =

∞∫

−∞




Ni∏

n=1

∞∫

−∞
pc(y)ej2πyν cos(2πfi,nt+θi,n)

· dy] e−j2πνx dν (32)

where pc(·) denotes the common density function
of the gains ci,n. The above expression can be
interpreted as follows. The inner integral repre-
sents the characteristic function of a single sinu-
soid µ̃i,n(t) = ci,n cos(2πfi,nt + θi,n), where the
gains ci,n are i.i.d. random variables described by
the density pc(·). The product form of the char-
acteristic function Ψµ̃i(ν) of the sum-of-sinusoids
µ̃i(t) is a result of (31), and the outer integral
represents the inverse transform of Ψµ̃i(ν). From
(32), we realize that the density pµ̃i(x; t) is a func-
tion of time. Hence, the stochastic process µ̃i(t)
is not FOS.
In the following, we impose on the stochastic

channel simulator the condition that the gains ci,n

are i.i.d. random variables with zero mean and

variance σ2
c , i.e., E{ci,n} = 0 and Var{ci,n} =

E{c2
i,n} = σ2

c . Then, the mean of µ̃i(t) is con-
stant and equal to zero, because

mµ̃i = E{µ̃i(t)}

= E

{
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n)

}

=
Ni∑

n=1

E{ci,n} cos(2πfi,nt + θi,n)

= 0 . (33)

The autocorrelation function rµ̃iµ̃i(t1, t2) of µ̃i(t)
is obtained by substituting (31) in (12). Taking
into account that the gains ci,1, ci,2, . . . , ci,Ni are
i.i.d. random variables of zero mean, we find

rµ̃iµ̃i(t1, t2) =
σ2

c

2

Ni∑

n=1

[cos(2πfi,n(t1 − t2))

+ cos(2πfi,n(t1 + t2) + 2θi,n)] . (34)

Without imposing any specific distribution on
ci,n, we can realize that rµ̃iµ̃i(t1, t2) is not only a
function of τ = t1 − t2 but also of t1 + t2. Hence,
µ̃i(t) is not even WSS. The condition mµ̃i = mµ̃i

is fulfilled if E{ci,n} = 0, so that µ̃i(t) is mean-
ergodic. A comparison of (34) and (16) shows
that rµ̃iµ̃i(τ) 6= rµ̃iµ̃i(τ). Therefore, the stochas-
tic process µ̃i(t) is non-autocorrelation-ergodic.
In the following, we study the density pµ̃i(x; t)

in (32) for three specific distributions pc(y) of the
gains ci,n.

Case 1: In the first case, we derive the distribu-
tion of µ̃i(t) under the condition that the gains are
given by (24a), i.e., the gains ci,n are no random
variables anymore but constant quantities. This
implies that the density function of ci,n is equal to

pc(y) = δ(y − ci,n) (35)

where δ(·) being the delta function and ci,n =

Proceedings of the 4th WSEAS Int. Conf. on Information Security, Communications and Computers, Tenerife, Spain, December 16-18, 2005 (pp488-504)



σ0

√
2/Ni. Inserting (35) in (32) gives us

pµ̃i(x; t) =

∞∫

−∞

[
Ni∏

n=1

ej2πνci,n cos(2πfi,nt+θi,n)

]

· e−j2πνx dν

=

∞∫

−∞
e j2πν

PNi
n=1 ci,n cos(2πfi,nt+θi,n)

· e−j2πνxdν

=

∞∫

−∞
e−j2πν(x−µ̃i(t))dν

= δ(x− µ̃i(t)) . (36)

This result describes the instantaneous density of
the deterministic process µ̃i(t).

Case 2: In the second case, we assume that the
gains ci,n are given by ci,n = sin (2πui,n), where
ui,n denotes again a random variable with a uni-
form distribution in the interval (0, 1]. Here, the
gains are allowed to take on negative values. Typ-
ically, gains are positive, with the negative sign
being attributed to a phase in the interval (0, 2π].
From a transformation of random variables [34],
we find the density pc(y) of ci,n in the form

pc(y) =





1

π
√

1− y2
, |y| < 1

0 , |y| ≥ 1 .

(37)

The equation above defines the well-known bath-
tub shape, like the classical Doppler spectrum
for Clarke’s isotropic scattering model. This is
not surprising, as the definition of the gains is
closely related to the Doppler frequencies of the
isotropic scattering model. Substituting (37) in
(32) and solving the inner integral by using [36,
Eq. (9.1.18)] enables us to express the first-order
density of µ̃i(t) as

pµ̃i(x; t) = 2

∞∫

0

[
Ni∏

n=1

J0(2π cos(2πfi,nt + θi,n)ν)

]

· cos(2πνx) dν . (38)

Note that (38) is identical to the density function
in (17), when substituting the quantities ci,n by
cos(2πfi,nt + θi,n).

Case 3: Finally, we consider the gains ci,n as in-
dependent Gaussian distributed random variables,
each with zero mean and variance σ2

c , i.e.,

pc(y) =
1√

2πσc

e
− y2

2σ2
c . (39)

Then, after substituting (39) in (32) and using [36,
Eq. (7.4.6)], we get the following density function
pµ̃i(x; t) of µ̃i(t)

pµ̃i(x; t)=

∞∫

−∞





Ni∏

n=1

2√
2πσc

∞∫

0

· e−y2/(2σ2
c )

· cos[2πyν cos(2πfi,nt + θi,n)] dy}
· e−j2πνx dν

=2

∞∫

0

[
Ni∏

n=1

e−2[πσcν cos(2πfi,nt + θi,n)]2
]

· cos(2πνx) dν

=2

∞∫

0

e

−2(πσcν)2
Ni∑

n=1

cos2(2πfi,nt + θi,n)

· cos(2πνx) dν . (40)

The remaining integral in the above expression can
be solved analytically by using [36, Eq. (7.4.6)]
once again. This enables us to express pµ̃i(x; t) in
the following closed form

pµ̃i(x; t) =
1√

2πσ(t)
e
− x2

2σ2(t) (41)

where σ(t) = σc

√∑Ni
n=1 cos2(2πfi,nt + θi,n). The

result in (41) reveals that the stochastic pro-
cess µ̃i(t) behaves like a zero-mean Gaussian
process with a time-variant variance σ2(t) =
σ2

c

∑Ni
n=1 cos2(2πfi,nt + θi,n). Note that the fre-

quencies fi,n determine the rate of change of the
time-variant variance σ2(t), and that its time av-
erage, denoted by σ̄2, equals σ̄2 = Niσ

2
c/2.

5.6 Class VI Channel Simulators
The channel simulators of Class VI are defined by
the set of stochastic processes µ̃i(t) with random
gains ci,n, constant frequencies fi,n, and random
phases θi,n with a uniform distribution in the in-
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terval (0, 2π], i.e.,

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) . (42)

By taking into account that random variables
ci,n and θi,n are independent, it is shown in Ap-
pendix B that the density pµ̃i(x) of µ̃i(t) can be
expressed as

pµ̃i(x) = 2
∫ ∞

0

[∫ ∞

−∞
pc(y)J0(2πyν) dy

]Ni

· cos(2πνx) dν (43)

where pc(·) denotes again the density function of
the gains ci,n.
The mean mµ̃i of µ̃i(t) is obtained as follows

mµ̃i = E{µ̃i(t)}

= E

{
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n)

}

=
Ni∑

n=1

E{ci,n}E{cos(2πfi,nt + θi,n)}

= 0 (44)

where we have made use of the fact that
E{cos(2πfi,nt + θi,n)} = 0.
The autocorrelation function rµ̃iµ̃i(τ) of µ̃i(t) is

obtained by averaging rµ̃iµ̃i(τ) according to (19)
with respect to the distribution of the gains ci,n,
i.e.,

rµ̃iµ̃i(τ) =
Ni∑

n=1

E{c2
i,n}

2
cos(2πfi,nτ)

=
σ2

c + m2
c

2

Ni∑

n=1

cos(2πfi,nτ) (45)

where σ2
c and mc are the variance and the mean

of ci,n, respectively. Since the conditions in (10)–
(12) are fulfilled, we have proved that µ̃i(t) is
a FOS and WSS process. Also the condition
mµ̃i = mµ̃i is fulfilled, so that µ̃i(t) is mean-
ergodic. Without imposing any specific distri-
bution on ci,n, we can say that the autocorre-
lation function rµ̃iµ̃i(τ) of the stochastic process
µ̃i(t) is different from the autocorrelation function
rµ̃iµ̃i(τ) of a sample function µ̃i(t), i.e., rµ̃iµ̃i(τ) 6=
rµ̃iµ̃i(τ). In this context, the process µ̃i(t) is in
general non-autocorrelation-ergodic.

5.7 Class VII Channel Simulators
This class of channel simulators involves all
stochastic processes µ̃i(t) with random gains ci,n,
random frequencies fi,n, and constant phases θi,n,
i.e.,

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) (46)

where, with regards to practical situations, it is
assumed that the gains ci,n and frequencies fi,n
are independent, as stated above.
To find the density pµ̃i(x) of the Class VII

channel simulators, we consider—for reasons of
simplicity—the case t → ±∞ and we exploit the
fact that the density of the Class III channel sim-
ulators can be considered as the conditional den-
sity pµ̃i(x|ci,n = ci,n). Since this density is given
by (23) for t → ±∞, the desired density pµ̃i(x)
of the Class VII channel simulators can be ob-
tained by averaging pµ̃i(x|ci,n = ci,n) over the dis-
tribution pc(y) of the Ni i.i.d. random variables
ci,1, ci,2, . . . , ci,Ni , i.e.,

pµ̃i(x) =

∞∫

−∞
· · ·

∞∫

−∞
pµ̃i(x|ci,1 = y1, . . . , ci,Ni = yNi)

·
[

Ni∏

n=1

pc(yn)

]
dy1 · · · dyNi

= 2

∞∫

0




∞∫

−∞
pc(y)J0(2πyν) dy




Ni

· cos(2πνx) dν as t → ±∞ . (47)

Note that this result is identical to the density
in (43). If t is finite, then we have to repeat the
above procedure by using (21) instead of (23). In
this case, it turns out that the density pµ̃i(x; t)
depends on time t, so that µ̃i(t) is not FOS.
The mean mµ̃i(t) of µ̃i(t) is obtained as follows

mµ̃i(t) = E{µ̃i(t)}

= E

{
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n)

}

=
Ni∑

n=1

E{ci,n}E{cos(2πfi,nt + θi,n)}

= mc

Ni∑

n=1

E{cos(2πfi,nt + θi,n)} (48)

Proceedings of the 4th WSEAS Int. Conf. on Information Security, Communications and Computers, Tenerife, Spain, December 16-18, 2005 (pp488-504)



where mc denotes the mean value of the i.i.d. ran-
dom variables ci,n. Hence, mµ̃i(t) is only zero,
if mc = 0 and/or the distribution of the random
frequencies fi,n is such that

∑Ni
n=1 E{cos(2πfi,nt+

θi,n)} can be forced to zero. The latter condition
is fulfilled, if the distribution of fi,n is an even
function and if

∑Ni
n=1 cos(θi,n) = 0. Note that this

statement has also been made below (25).
The autocorrelation function rµ̃iµ̃i(t1, t2) of a

Class VII channel simulator is obtained by aver-
aging the right-hand side of (34) with respect to
fi,n, i.e.,

rµ̃iµ̃i(t1, t2) =
σ2

c

2

Ni∑

n=1

[E{cos(2πfi,n(t1 − t2))}

+E{cos(2πfi,n(t1 + t2) + 2θi,n)}]
(49)

where σ2
c denotes the variance of ci,n. Obviously,

the autocorrelation function rµ̃iµ̃i(t1, t2) depends
on t1 − t2 and t1 + t2. However, if the conditions:
(i) E{ci,n} = mc = 0, (ii) the density of fi,n is
even, and (iii)

∑Ni
n=1 cos(2θi,n) = 0 are fulfilled,

then rµ̃iµ̃i(t1, t2) is only a function of τ = t1 − t2.
In this case, we obtain

rµ̃iµ̃i(τ) =
σ2

c

2

Ni∑

n=1

E{cos(2πfi,nτ)} . (50)

Now, let fi,n be given by (24b) and σ2
c = 2σ2

0/Ni.
Then the autocorrelation function rµ̃iµ̃i(τ) in (50)
equals the autocorrelation function rµiµi(τ) of the
reference model in (3), i.e.,

rµ̃iµ̃i(τ) = σ2
0J0(2πfmaxτ) . (51)

From the investigations in this subsection, it turns
out that µ̃i(t) is WSS and mean-ergodic, if the
above mentioned boundary conditions are ful-
filled. If the boundary conditions are fulfilled
and t → ±∞, then µ̃i(t) tends to a FOS pro-
cess. In no case, the stochastic process µ̃i(t)
is autocorrelation-ergodic, since the condition
rµ̃iµ̃i(τ) = rµ̃iµ̃i(τ) is violated.

5.8 Class VIII Channel Simulators
The Class VIII channel simulators are defined by
the set of stochastic processes µ̃i(t) with random
gains ci,n, random frequencies fi,n, and random
phases θi,n, which are uniformly distributed in the

interval (0, 2π]. In this case, the stochastic pro-
cess µ̃i(t) is of type

µ̃i(t) =
Ni∑

n=1

ci,n cos(2πfi,nt + θi,n) (52)

where it is assumed that all random variables are
statistically independent.
Concerning the density function pµ̃i(x), we can

resort to the result in (43), which was obtained
for a sum-of-sinusoids with random gains ci,n and
random phases θi,n. This result is still valid, be-
cause the random behavior of the frequencies fi,n
has no influence on pµ̃i(x) in (43). Also the mean
mµ̃i is identical to (18), i.e., mµ̃i = 0. To ease the
derivation of the autocorrelation function rµ̃iµ̃i(τ)
of µ̃i(t), we average rµ̃iµ̃i(τ) in (19) with respect
to the distributions of ci,n and fi,n. This results
in

rµ̃iµ̃i(τ) =
σ2

c + m2
c

2

Ni∑

n=1

E{cos(2πfi,nτ)} . (53)

Without assuming any specific distribution of ci,n

and fi,n, we can say that µ̃i(t) is both FOS and
WSS, since the conditions in (10)–(12) are ful-
filled. Also, we can easily see that the condition
mµ̃i = mµ̃i is fulfilled, proving the fact that µ̃i(t)
is mean-ergodic. But µ̃i(t) is non-autocorrelation-
ergodic, since rµ̃iµ̃i(τ) 6= rµ̃iµ̃i(τ).

6 Application to Parameter
Computation Methods

For any given number Ni > 0, we have seen that
the sum-of-sinusoids depends on three types of pa-
rameters (gains, frequencies, and phases), each of
which can be a random variable or a constant.
However, at least one random variable is required
to obtain a stochastic process µ̃i(t)—otherwise
the sum-of-sinusoids defines a deterministic pro-
cess µ̃i(t). From the discussions in Section 5, it
is obvious that altogether 23 − 1 = 7 classes of
stochastic Rayleigh fading channel simulators and
one class of deterministic Rayleigh fading chan-
nel simulators can be defined. The analysis of
the various classes with respect to their station-
ary and ergodic properties has been given in the
previous section. The results are summarized in
Table I. This table illustrates also the relation-
ships between the eight classes of simulators. For
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example, the Class VIII simulator is a superset of
all the other classes and a Class I simulator can
belong to any of the other classes. To the best
of the authors knowledge, the Classes III, V, VI,
and VII have never been introduced before. The
new Class VI—and under certain conditions also
the new Classes III and VII—have the same sta-
tionary and ergodic properties as the well-known
Class IV, which is often used in practice.

Table 1
Classes of Deterministic and Stochastic Channel

Simulators and Their Statistical Properties

Class Gains Frequ. Phases First- Wide- Mean- Auto-
ci,n fi,n θi,n order sense erg. corr.

stat. stat. erg.

I const. const. const. – – – –

II const. const. RV yes yes yes yes

III const. RV const. no/ no/ no/ no

yesa, b, c, d yes a,b,c yes a,b

IV const. RV RV yes yes yes no

V RV const. const. no no no/ no

. /yes e

VI RV const. RV yes yes yes no

VII RV RV const. no/ no/ no/ no

yes a,b,c,d yes a,b,c yes e or a,b

VIII RV RV RV yes yes yes no

aIf the density of fi,n is an even function.
bIf the boundary condition

PNi
n=1 cos(θi,n) = 0 is ful-

filled.
cIf the boundary condition

PNi
n=1 cos(2θi,n) = 0 is ful-

filled.
dOnly in the limit t → ±∞.
eIf the gains ci,n have zero mean, i.e., E{ci,n} = 0.

In the following, we apply the above concept to
some selected parameter computation methods.
Starting with the original Rice method [1, 2], we
realize by considering (5) and (6) that the gains
ci,n and frequencies fi,n are constant quantities.
Due to the fact that the phases θi,n are ran-
dom variables, it follows from Table I that the
resulting channel simulator belongs to Class II.
Such a channel simulator enables the generation of
stochastic processes which are not only FOS but
also mean- and autocorrelation-ergodic. On the
other hand, if the Monte Carlo method [6, 7] or
the method due to Zheng and Xiao [9] is applied,
then the gains ci,n are constant quantities and the
frequencies fi,n and phases θi,n are random vari-
ables. Consequently, the resulting channel simula-

tor can be identified as a Class IV channel simula-
tor, which is FOS and mean-ergodic, but unfortu-
nately non-autocorrelation-ergodic. For a given
parameter computation method, the stationary
and ergodic properties of the resulting channel
simulator can directly be examined with the help
of Table I. It goes without saying that the above
concept is easy to handle and can be applied to
any given parameter computation method. For
some selected methods [1,2,4–10,14], the obtained
results are presented in Table II.

Table 2
Overview of Parameter Computation Methods and the

Statistical Properties of the Resulting Stochastic
Channel Simulators

First- Wide- Mean- Auto-

Parameter computation method Class order sense erg. correl.-

stat. stat. erg.

Rice method [1,2] II yes yes yes yes

Monte Carlo method [6,7] IV yes yes yes no

Jakes method [4] II yes yes yes yes

(with random phases)

Harmonic decomposition II yes yes yes yes

technique [14]

Method of equal distances [8] II yes yes yes yes

Method of equal areas [8] II yes yes yes yes

Mean-square-error method [8] II yes yes yes yes

Method of exact Doppler II yes yes yes yes

spread [5]

Lp-norm method [5] II yes yes yes yes

Method proposed by Zheng IV yes yes yes no

and Xiao [9]

Improved method by Zheng VIII yes yes yes no

and Xiao [10]

Of great popularity is the Jakes method [4]. When
this method is used, then the gains ci,n, frequen-
cies fi,n, and phases θi,n are constant quantities.
Consequently, the Jakes channel simulator is per
definition completely deterministic. To obtain the
underlying stochastic channel simulator, it is ad-
visable to replace the constant phases3 θi,n by ran-
dom phases θi,n. According to Table I, the map-
ping θi,n 7→ θi,n transforms a Class I type chan-
nel simulator into a Class II type one, which is
FOS, mean-ergodic, and autocorrelation-ergodic.
It should be pointed out here that our result is
in contrast with the analysis in [39], where it
has been claimed that Jakes’ simulator is non-
stationary. However, this is not surprising when
we take into account that the proof in [39] is based

3It should be noted that the phases θi,n in Jakes’ channel simulator are equal to 0 for all i = 1, 2 and n = 1, 2, . . . , Ni

[38].
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on the assumption that the gains ci,n are random
variables. But this assumption cannot be justified
in the sense of the original Jakes method, where
all model parameters are constant quantities.
Nevertheless, the Jakes simulator has some dis-

advantages [38], which can be avoided, e.g., by
using the method of exact Doppler spread [5] or
the even more powerful Lp-norm method [5]. Both
methods enable the design of deterministic chan-
nel simulators, where all parameters are fixed in-
cluding the phases θi,n. The investigation of the
stationary and ergodic properties of determinis-
tic processes makes no sense, since the concept
of stationarity and ergodicity is only applicable
to stochastic processes. A deterministic chan-
nel simulator can be interpreted as an emulator
for sample functions of the underlying stochastic
channel simulator. According to the concept of
deterministic channel modelling, the correspond-
ing stochastic simulation model is obtained by re-
placing the constant phases θi,n by random phases
θi,n (see Fig. 1). Important is now to realize that
all stochastic channel simulators derived in this
way from deterministic channels simulators are
Class II channel simulators with the known statis-
tical properties as they are listed in Table I. This
must be taken into account when considering the
results shown in Table II.

7 Conclusion
In this paper, the stationary and ergodic prop-
erties of Rayleigh fading channel simulators us-
ing the sum-of-sinusoids principle have been ana-
lyzed. Depending on whether the model parame-
ters are random variables or constant quantities,
altogether one class of deterministic channel simu-
lators and seven classes of stochastic channel sim-
ulators have been defined, where four of them have
never been studied before. It turned out that if
and only if the phases are random variables and
the gains and frequencies are constant quantities,
then the resulting channel simulator is stationary
and ergodic. If the frequencies are random vari-
ables, then the stochastic channel simulator is al-
ways non-autocorrelation-ergodic but stationary
if certain boundary conditions are fulfilled. The
worst case, however, is given when the gains are
random variables and the other parameters are
constants. Then, a non-stationary channel simu-
lator is obtained. To arrive at these conclusions,

it was necessary to investigate all eight classes of
channel simulators. The results presented here
are also of fundamental importance for the per-
formance assessment of existing design methods.
Moreover, the results give strategic guidance to
engineers for the development of new parameter
computation methods enabling the design of sta-
tionary and ergodic channel simulators, because
the proposed scheme might prevent them from in-
troducing random variables for the gains and fre-
quencies. Although we have restricted our investi-
gations to Rayleigh fading channel simulators, the
obtained results are of general importance to all
types of channel simulators, wherever the sum-of-
sinusoids principle is employed.

Appendix A
In this appendix, we derive the density of a sum-
of-sinusoids with constant gains ci,n, random fre-
quencies fi,n, and constant phases θi,n. In the first
step, we compute the density pµ̃i,n(x) of a single
sinusoid at the time instant t = t0. Hence,

µ̃i,n(t0) = ci,n cos(2πfi,nt0 + θi,n) (54)

describes a random variable. Applying the con-
cept of transformation of random variables [34]
allows us to express the density of µ̃i,n(t) as

pµ̃i,n(y; t0)

=





∞∑
k=−∞

pf (xk)

2π|t0ci,n|
√

1−
(

y

ci,n

)2
, |y| < ci,n

0 , |y| ≥ ci,n

(55)

where pf (·) denotes the common density of the
frequencies fi,n and the xk’s are the solutions of
the equation y = ci,n cos(2πxt0 + θi,n). Note that
in each interval of length 1/|t0| there are two so-
lutions. Furthermore, we notice that

xk+2 − xk =
1
|t0| → 0 as |t0| → ∞ (56)

and consequently

lim
|t0|→∞

1
2|t0|

∞∑

k=−∞
pf (xk) =

∞∫

−∞
pf (x) dx = 1. (57)

Hence, in the limit |t0| → ∞, the density
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pµ̃i,n(y; t0) can be expressed as

lim
|t0|→∞

pµ̃i,n(y; t0)

= pµ̃i,n(y)

=





1

π|ci,n|
√

1−
(

y

ci,n

)2
, |y| < ci,n

0 , |y| ≥ ci,n .

(58)

The characteristic function Ψµ̃i,n(ν; t0) of the ran-
dom variable µ̃i,n(t0) is defined by the transfor-
mation

Ψµ̃i,n(ν; t0) =

∞∫

−∞
pµ̃i,n(y; t0)e j2πνydy . (59)

Since the random variables fi,n are assumed to
be statistically independent, it follows from (54)
that the random variables µ̃i,n(t0) are also statis-
tically independent (as this holds for any trans-
formation of independent random variables [34]).
Thus, the characteristic function Ψµ̃i(ν; t0) of the
sum of random variables

µ̃i(t0) =
Ni∑

n=1

µ̃i,n(t0)

=
Ni∑

n=1

ci,n cos(2πfi,nt0 + θi,n) (60)

can be expressed as the product

Ψµ̃i(ν; t0) =
Ni∏

n=1

Ψµ̃i,n(ν; t0)

=
Ni∏

n=1

∞∫

−∞
pµ̃i,n(y; t0)e j2πνydy . (61)

Finally, the density pµ̃i(x; t0) can be obtained from
the above result by taking the inverse transform

pµ̃i(x; t0) =

∞∫

−∞
Ψµ̃i(ν; t0)e−j2πνxdν

=

∞∫

−∞




Ni∏

n=1

∞∫

−∞
pµ̃i,n(y; t0)e j2πνydy




· e−j2πνxdν . (62)

Note that this expression holds for all values of
t0 ∈ R. Therefore, we can replace t0 by t, so that

we obtain the following equation for the density
of a sum-of-sinusoids with random frequencies

pµ̃i(x; t) =

∞∫

−∞




Ni∏

n=1

∞∫

−∞
pµ̃i,n(y; t)e j2πνydy




· e−j2πνxdν . (63)

Thus, the density pµ̃i(x; t) of a sum-of-sinusoids
µ̃i(t) with constant gains ci,n, random frequencies
fi,n, and constant phases θi,n is generally a func-
tion of time t. Consequently, µ̃i(t) is not FOS.
In the limit t → ±∞, however, pµ̃i(x; t) becomes
independent of t, as can be seen by substituting
(58) in (63) and solving the inner integral by us-
ing [40, Eq. (3.715.19)]. In this case, we obtain

lim
t→±∞ pµ̃i(x; t) = pµ̃i(x)

= 2

∞∫

0

[
Ni∏

n=1

J0(2πci,nν)

]

· cos(2πνx) dν . (64)

Thus, for t → ±∞, the density of the Class III
channel simulators equals the density of the
Class I/II channel simulators.

Appendix B
In this appendix, we derive the density function
pµ̃i(x) of a sum-of-sinusoids with random gains
ci,n, constant frequencies fi,n, and random phases
θi,n, which are uniformly distributed in the inter-
val (0, 2π]. It is assumed that the gains ci,n and
the phases θi,n are statistically independent.
Our starting point is the solution of the Prob-

lem 6-38 in [34, p. 239]. In this reference, we can
find the probability density function of a single
sinusoid µ̃i,n(t) = ci,n cos(2πfi,nt + θi,n) in the
following form

pµ̃i,n(x) =
1
π

−|x|∫

−∞

pc(y)√
y2 − x2

dy

+
1
π

∞∫

|x|

pc(y)√
y2 − x2

dy (65)

where pc(·) is the common density function of the
gains ci,n. Let us denote the characteristic func-
tion of pµ̃i,n(x) by Ψµ̃i,n(ν) = Ψ(1)

µ̃i,n
(ν) + Ψ(2)

µ̃i,n
(ν),

where Ψ(1)
µ̃i,n

(ν) and Ψ(2)
µ̃i,n

(ν) are the characteristic
functions of the density defined by the first and
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second integral in (65), respectively. The charac-
teristic function Ψ(1)

µ̃i,n
(ν) can be expressed as

Ψ(1)
µ̃i,n

(ν) =
1
π

∞∫

−∞

−|x|∫

−∞

pc(y)√
y2 − x2

ej2πxν dydx

=
1
π

0∫

−∞

y∫

−y

pc(y)√
y2 − x2

ej2πxν dxdy

=
1
π

0∫

−∞
pc(y)

0∫

−y

cos(2πxν)√
y2 − x2

dxdy

+
1
π

0∫

−∞
pc(y)

y∫

0

cos(2πxν)√
y2 − x2

dxdy . (66)

In the first term of (66), we substitute x by
−y cos(θ), and in the second term, we replace x
by y cos(θ). This leads to the expression

Ψ(1)
µ̃i,n

(ν) =
2
π

0∫

−∞
pc(y)

π/2∫

0

cos(2πyν cos θ) dθdy(67)

from which, by using the integral representation
of the zeroth-order Bessel function of the first
kind [40, Eq. (3.715.19)]

J0(z) =
2
π

π/2∫

0

cos(z cos θ) dθ (68)

the result

Ψ(1)
µ̃i,n

(ν) =

0∫

−∞
pc(y)J0(2πyν) dy (69)

immediately follows. Similarly, it can be shown
that Ψ(2)

µ̃i,n
(ν) is given by

Ψ(2)
µ̃i,n

(ν) =

∞∫

0

pc(y)J0(2πyν) dy . (70)

Hence, it turns out that

Ψµ̃i,n(ν) =

∞∫

−∞
pc(y)J0(2πyν) dy . (71)

Since the gains ci,1, ci,2, . . . , ci,Ni are assumed
to be statistically independent, the characteristic

function Ψµ̃i(ν) of pµ̃i(x) is given by

Ψµ̃i(ν) =
Ni∏

n=1

Ψµ̃i,n(ν)

=




∞∫

−∞
pc(y)J0(2πyν) dy




Ni

. (72)

Finally, the density function pµ̃i(x) is obtained by
computing the inverse transformation of the char-
acteristic function Ψµ̃i(ν) given above, i.e.,

pµ̃i(x) =

∞∫

−∞
Ψµ̃i(ν) e−j2πxν dν

= 2

∞∫

0




∞∫

−∞
pc(y)J0(2πyν) dy




Ni

· cos(2πνx) dν . (73)
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[14] P. M. Crespo and J. Jiménez, “Computer simulation of
radio channels using a harmonic decomposition tech-
nique,” IEEE Trans. Veh. Technol., vol. 44, no. 3, pp.
414–419, Aug. 1995.

[15] J.-H. Yoo, C. Mun, J.-K. Han, and H.-K. Park, “Spa-
tiotemporally correlated deterministic Rayleigh fading
model for smart antenna systems,” in Proc. IEEE 50th
Veh. Technol. Conf., VTC’99-Fall, Amsterdam, The
Netherlands, Sept. 1999, pp. 1397–1401.

[16] J.-K. Han, J.-G. Yook, and H.-K. Park, “A determin-
istic channel simulation model for spatially correlated
Rayleigh fading,” IEEE Communications Letters, vol.
6, no. 2, pp. 58–60, Feb. 2002.

[17] M. Pätzold and N. Youssef, “Modelling and simula-
tion of direction-selective and frequency-selective mo-
bile radio channels,” International Journal of Elec-
tronics and Communications, vol. AEÜ-55, no. 6, pp.
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