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Abstract: - Searching for information in a specific topic has always been a challenge in computer networks. The semantic web approach provides the documents with metadata that helps exploring the web by categorizing the pieces of information. Another way for information retrieval is the peer-to-peer (p2p) approach that looks up the specified document in a distributed network. This latter solution generates huge network traffic because the basic p2p protocols do not take the content of the stored or searched documents into account. Some initiatives are launched to increase the hit rate and/or decrease the network traffic by dynamically changing the network topology based on run-time statistics or some kind of semantic information. Our solution improves the performance of a peer-to-peer network by constructing semantic profiles based on document metadata followed by a comparison of the semantic similarities on generalized topics, where these topic generalizations are made with an adaptive algorithm that utilize a well-tried full-language taxonomy.
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1   Introduction

The size of the Internet makes information retrieval for a specific topic very difficult and resource consuming. Popular search engines, such as the Google, use hardware with huge performance; even so, the search for a given document is rather complicated. The main reason for this problem is that the database used by the search engine must be prepared to store up-to-date data for each given topic.

In the real life, people work on one or few well-defined discipline, so the set of documents to search has to be restricted to this topic. It is not necessary to search through all the documents that we know about if we have some kind of information on the content.

In Peer-to-Peer (P2P) file-sharing networks the nodes connect to a graph of peers. Every peer knows only about its direct neighbors. When a member wants to obtain a certain kind of document, he sends a query to its neighbors. If some of them have the related information, they return it to the requester. They can also forward the query to their neighbors. The probability of finding a document of a specified topic depends on the number of the nodes which the request is sent to (Time-to-Live, TTL). [1] discusses the elemental p2p protocols. 

However, selecting the neighbor nodes in the conventional peer-to-peer network is performed in a random manner. We can increase the hit rate and reduce the network traffic by setting up the graph in a more intelligent way. 

The remaining of this paper is organized as follows. Section 2 gives an overview of the related work. Section 3 introduces our new protocol with subsections that explain the profile composition and the neighbor selection. Section 4 evaluates the results using a simulator. The fifth section concludes our work.
2. Related Work

In this the earlier peer-to-peer technologies such as Napster [9] that suppose the attendance of central servers are not regarded. We would rather compare the results first with the popular fully decentralized systems that use unstructured content location algorithms; most primordial of them is Gnutella [4] which is also a good benchmark protocol. Our semantic protocol is also based on Gnutella.

Recently some systems were developed to improve the search performance. These all are building on the fact that the fields of interest of the nodes can somehow be determined or nodes with probably greater hit rate can be found. The first group of these algorithms tries to do this only on run-time statistics. For example, [10] introduces the concepts of “shortcuts”: nodes that could answer our queries in the past will probably answer some of them in the future, so it deserves to place them on a shortcut (neighbor) list. In return to the little required overhead, the nodes will not contain any information on the kind of documents a node in the shortcut list contains, thus this system requires lot of run-time statistics to find the best shortcut neighbors. 

The second group of the content-aware peer-to-peer algorithms uses metadata provided for the documents in the system. We disapprove some of this algorithms because they assumes such kind of information that we would not expect in a real system. For example, [11] assumes that the user knows the keywords of the documents he is searching for. As these keywords are produced practically by some algorithmic methods ([7], [8]) based on the document itself, we lost accuracy right at the starting point of the search because we cannot expect the user to produce this keywords in any way in absence of the requested document.

Another shortcoming of the elaborated structured content location algorithms is that they can not generalize on the collected semantic information. The already mentioned [11] and also [12] stores and uses metadata for selecting the neighbors or for semantic routing. However, they do not utilize deeper information or semantic relationships that can be exploited from the available data.

Our solution uses a well-known taxonomy, the WordNet [13]. WordNet is an online lexical reference system whose design is inspired by current psycholinguistic theories of human lexical memory. English nouns, verbs, adjectives and adverbs are organized into synonym sets, each representing one underlying lexical concept. Different relations link the synonym sets. Using this taxonomy we can avoid strict metadata matching, and build up a more efficient content retrieval system.
3 SemPeer: Extending Gnutella with semantic capabilities 
Some initiatives are launched to make the Internet semantic, namely, provide it with metadata. Ontology-based information retrieval makes the search more intelligent than just string matching [2]. We already mentioned WordNet. Another good example is the Dublin Core Metadata Initiative, which is dedicated to facilitate the widespread adoption of interoperable metadata standards and to develop specialized metadata vocabularies to describe resources that enable more intelligent information discovery systems. The viability and the benefit of this initiation have been proven by the numerous projects built on it [3].

The Peer-to-Peer approach enables to make information retrieval more efficient using a model well-known from the everyday life. In the real world, a working relationship is established among the people with a labor of the same topic. For example, if one’s job is connected to the 19th century French literature, one’s associates will have the same field of interest and probably have experience, books (documents), that is, relevant information, on the topic. If some related information needs to be found, then probably nobody would start with asking random people, but the mentioned experienced colleagues.

The Internet and the Peer-to-Peer makes it possible to contact those people whom we cannot enter into relations with, because of geographical or other barriers. In the basic peer-to-peer protocols the mentioned circumstances do not play any role in the selection of neighboring nodes, thus search for the documents starts with querying the randomly selected neighbors. However, there are some methods elaborated to acquire an ontology from documents [7], [8]. Then with some algorithmic methods, we will create profiles for the nodes that will describe the owner’s fields of interests, for example with the appropriate weighting of the Dublin Core’s semantic categories, or using the WordNet taxonomy. This profile creation can be fully automated. Construction of the peer network will not be random, but we will fundamentally consider that the fields of interest, namely, the profiles of the connecting nodes do match as much as possible. As the individual nodes select their neighbors in this way, we can assume that nodes in two or more hops distance (the neighbors of our neighbors) will also have similar profile. This has the benefit of making the information retrieval more efficient, as the nodes reached during the lifetime of the request (TTL) will have relevant information with greater probability than selecting the neighbors in a random way. With a good TTL and routing strategy, we can decrease the network traffic by minimizing the number of the request messages.

3.1
Forming the user’s profile
The first task is to create a structure in which a semantic profile can be stored. This will be a taxonomy-like tree, where the nodes represent the different synsets (a set of one or more concepts that are synonyms) that are organized according to the “is a” relation, thus the child nodes are hyponyms and the parent node is a hypernym of the given synset. We found that the WordNet taxonomy [13] is sufficient for our goals. 

The documents stored by the peers contain enough information to compose the semantic profile. There are several methods to acquire ontology from documents [7],[8], and since the user does not need to acquire the keywords from the documents, this method can be fully automated.

When a new document is stored in a node, it updates its semantic profile by increasing a counter for each keyword’s synset and all of its hyponyms. This is a big difference from the systems described in the related work section, because the semantic profile will contain information about concepts that are not directly gathered from the metadata of the documents, but are deduced from them.

Considering an example, if a document has the word ‘cat’ as a related metadata (keyword), the system will store this information, because probably cats are in the field of interest of the given user. Different from the existing systems, our algorithm will search for all the hypernyms of ‘cat’ in the taxonomy, and also mark them as concepts in the fields of interest of the given user. In the specific example, these synsets will be ‘feline, felid’, ‘carnivore’, ‘placental, placental mammal’, ‘mammal’, ‘vertebrate, craniate’, ‘chordate’, ‘animal’, ‘living thing’, ‘object’, ‘entity’; moving from the more specific concept to the generalized ones, where ‘entity’ is the most general noun in the taxonomy, that means, it is the root synset.

When we add a new document with a keyword ‘dog’, the hypernym structure will be very similar, only at the 10. level will branch the two concept. We show this part of the taxonomy tree in Fig. 1.
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Fig. 1
A taxonomy part
With this approach the nodes of the semantic profile will contain the approximate probability of finding a document whose topic is about the selected synset in the document store of the node. The explanation is as follows. The numbers next to the concepts in Fig. 1. are counters that show how many times a given concept occurs as a keyword or as a generalization (hypernym) of a keyword. The sum of these counters in every level has to be equal or less than the number of all keywords inserted in the semantic profile:
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where 
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is the number of the inserted keywords, 
[image: image4.wmf]l

s

N

 is the number of synsets at the lth level in the semantic profile, and 
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is the value of the occurrence counter for the i-th synset at the lth level.

The sum of the counters at the lth level can be less than
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 because it is possible that one or more keywords were inserted at a higher level in the taxonomy thus neither the keyword nor any of its hypernyms are not turning up at the lth level. Let 
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stand for the number of this “missing”, that is, too general keywords at the level l. In that case the following is valid:
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Supposing that the keywords fully describe the content of a document, we can then state that the probability of finding a document in a  store of the node that can be described by a selected synset from the semantic profile of the node will be equal to the occurrence counter of this synset divided by the count of the keywords inserted into the profile:
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where 
[image: image10.wmf](

)

s

P

 is the probability of finding a document which can be described with the synset s, and 
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 is the value of the occurrence counter for synset s. This can be easily seen because the synset’s occurrence counter in the profile increases when exactly that keyword is inserted (this is the obvious case) or when such a keyword is inserted which is a hyponym of these concept in question (that follows from the definition of the hyponym/hypernym relation).
From Formula 2 and 3 follows that one level of the taxonomy makes up a probability space:
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This means that the semantic profile of the user describes his fields of interest as accurate as the keywords cover the content of the documents. Our next task is to select the node’s neighbors in a more intelligent manner than Gnutella does – based on this semantic profile.
3.2 Selecting neighbors
The nodes in a semantic P2P network request and store each other’s semantic profile when connecting, so a node always knows the fields of interest of the neighboring nodes. In contrast to some other algorithms we do not suppose that the user by all means has any metadata information (except the title of course) of the documents he is going to query. So we designed such nodes that select and dynamically change the neighbors based on an algorithm that compares their semantic profiles. This comparison should give us the approximate probability of a successful query between the two nodes.

The probability of a successful query is computed with an algorithm that uses the two taxonomies: one which belongs to the node issuing the query, and another one related to the responding node. It gives the approximate probability that a query by the first node can be answered by the other, that is, the requested document can be sent. The comparison is based on a defined level of the profiles. As the synsets in the same level are mutually independent, we can calculate this probability as the sum of the product of the corresponding synsets in the two profiles.

Every time a node receives a query hit from a non-neighbor node, it compares the sender’s profile with its own. If this semantic similarity is greater than that of any of the current neighbors, the node tries to connect to the new node and may disconnect from the neighbor with the smallest similarity. The disconnection decision is not only made on the base of low semantic similarity, but the answer ratio is also regarded.
The level at which the synsets are compared is always increasing according to the following rule. When the average similarity of the neighbors reaches a certain, quite high value, the compare level is increased and the similarities are recalculated on the new level in the taxonomy. The idea behind this algorithm is that when this higher average similarity is reached, the network may contain enough nodes in the field of interest, so the node in question can search for nodes that are similar in a more specific topic level.
With this approach a neighbor of the node is no more randomly selected, but according to the similarity of the owner users’ fields of interest. Hence the probability of a query hit in few hops is greater than that in the case of the Gnutella network, thus the number of messages and the network traffic is decreased.
4 Results 
Using the GXS simulator [14] we were able to examine how this protocol performs with different parameters. Practically GXS is a single-threaded message dispatching utility operating in batch mode. A simulation definition is a script file containing a sequence of default (built-in) and protocol-specific (user implemented) commands; and the results are dumped into a stream. GXS uses the concept of steps, which means that it handles a whole set of parallel events timed to a given step-number. There is a default command to increase the step number that simulates the progress of the time. The simulator supports two types of events: message arrival and expiration of timers. The events are handled in a first-come-first-served manner, since shuffling of ‘parallel’ events has no statistically recognizable effect on the results.
We assigned a field of interest to every simulated node, and generated documents with different keywords in these areas. After the initialization phase, every node starts to query for documents that it does not have. The keywords of the queried documents are synsets with non-zero probability from the semantic profile of the initiator node. This does not mean that the node knows any metadata about the document, this is only a way to simulate queries for documents in the same field of interest.
We made series of simulations, and the results met to our expectations. An average simulation did have 8-16 main topics, 5 keywords per document, a node usually did have half of the generated documents from its field of interest, and we limited the number of connections per node from 4 to 7. Usually we sent out 10-20 queries in one step, but it does not make difference when examining the results.
A typical simulation result can be seen in Figure 2. In this case we deployed 16000 nodes containing 5 document each in a specified field of interest. We used 10, more or less overlapping topics. In this figure we compared the ratio of the answered queries in a Peer-to-Peer network when using the base Gnutella protocol and when using the SemPeer protocol. The full network and all the queries were the same, only the protocol was different. We can see that after an average 5-15 queries sent out per node, the Peer-to-Peer network is transformed by the SemPeer protocol so that the probability of receiving the answer for a question is near 0,69 while the Gnutella remains on the constant probability of near 0,11.
As the SemPeer protocol affects only the neighbor selection, not the base message handling or message lifetime, the response time in a single query is equal than that of Gnutella. However, since SemPeer finds answers in fewer hops distance than Gnutella does, we can use lower Time-to-Live (TTL) value in our messages. This can decrease network traffic.

In the worst case the SemPeer protocol performs the same way as Gnutella does.
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Fig. 2
Simulation results
5   Conclusion

As a conclusion we can say that we have found a protocol that constructs a more optimal Peer-to-Peer network than Gnutella does, because the neighboring nodes have similar field of interest. We have achieved more accurate document search with lower network traffic, without expecting semantic information on the queried document. Moreover, our results are promising when experiencing with semantic routing using the semantic profiles, but this approach is subject of further research.
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