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Abstract: 
This paper presents a model specific for medical diagnosis developed with Neuro- fuzzy techniques based on Radial Basis Functions (RBF) network. The model provides a user-friendly interface, to the experts in the medical domain with the possibility to design diagnostic applications without deep background knowledge on Neuro networks and fuzzy logic. Given a set of symptoms and test results, assess pathological situations identifying which diseases justify the particular findings. Systematic approach for constructing RBF neural networks, which was developed to facilitate their training by supervised learning algorithms based on K-means clustering algorithm. The key point in design of RBF networks is to specify the number and the locations of the centers. Several learning methods, which apply a clustering algorithm for locating the centers and subsequently a least means squares algorithm for the linear weights. The combinatorial neuro- fuzzy model based on RBF for the diagnosis of psychosomatic disorder can achieve the performance similar to that of the human expert.
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1. Introduction

Diagnosis of diseases involves many symptoms and signs. Understanding the collective role of these parameters in determining outcomes for an individual patient and administering individualized treatments are of importance. Expert systems have been built to perform the diagnosis functions, but the knowledge rules extracted from human experts generally have uncertain and ambiguous characteristics which expert systems have to be able to handle. Artificial Neural networks are ideal in recognizing diseases since there is no need to provide a specific algorithm on how to identify the disease. To handle uncertainties in symptoms descriptions and data, fuzzy logic is used with the artificial neural networks.  This model is based on the idea that a human expert, when diagnosing a system or a patient, usually recalls prior experience or cases.

The conventional approach to build medical expert system requires the formulation of rules by which the input data can be analyzed. But, the formulation of such rules is very difficult with large sets of input data. Realizing this difficulty, Artificial Neural Network (ANN) has been applied as an alternative to conventional rule-based expert system. ANN can be trained without encapsulating the knowledge derived from these rules. Hence ANN has been found to be more helpful than a traditional medical expert system in the diagnosis of diseases. For example, patients may not have similar signs and symptoms when the disease is same. In addition, the diseases of the patients cannot be classified into a single class unless some more measurements and tests are made to solve ambiguity. 

1.1 Overview of the models for medical diagnosis


The term psychosomatic disorder usually is applied when the person has physical symptoms that appeared to be caused or worsened by the psychological factors, rather than by some underlying physical diseases. This does not mean that the physical symptoms are imaginary or being faked; the person is actually experiencing the symptoms. Thus psychosomatic disorders require psychological factors and physical symptoms be constantly and closely connected in time.


Statistical and other quantitative methods have long been used as decision-making tools in medical diagnosis. One major limitation of the traditional statistical models is that they work well only the underlying assumptions are satisfied. The effectiveness of the methods depends to a large extend on the various assumptions or conditions under which models are developed. Users must have the good knowledge of both data properties and model capabilities before they can successfully apply the model.


Research activities over the last decade have shown that artificial neural networks have powerful pattern classification and pattern recognition ability. They have been used extensively in many different problems including psychosomatic disorders diagnosis. In neural networks, the entire available data is randomly divided into training samples and test sets. The training samples are used for neural network model building and the test sets are used to evaluate the predictive capability of the model.[2] 

2. Previous survey of medical applications involving Neural Network 

Several approaches have been made for the medical diagnosis [Leung and Larn, 1988].  The difficulties in handling uncertainty effectively largely due to the fact that most uncertainties encountered cannot be described by statistical means. Zadeh’s fuzzy set offers an alternative approach to handling uncertainty. Fuzzy sets were normally introduced by Zadeh in 1965 to handle uncertain or ambiguous data encountered in real life [Pal & Mitra, 1992][12]. Researchers have proposed approaches to incorporate fuzzy logic element into the neural network. The resulting network topology can perform fuzzy inference rules through analyzing the values of the connection weights [Pedryez  & Rocha][13]. In the case-based reasoning system [Liu & Yan, 1997][11] in which the ANN using two types of fuzzy neurons are investigated and applied to the case-based diagnostic system. Adlassing et al [Adlassing et al., 1986][1] built a complete diagnosis system based on fuzzy theory. The fuzzy relations are represented in two-dimensional arrays. Diagnosis was performed using these relations and the compositional rule of inference. A new classification algorithm of the ECG beats, applying the fuzzy hybrid neural network and the features drawn from the higher order statistics has been proposed by Osowski and Linh [Osowski & Linh]. The different aspect of the design of an intelligent medical system for diagnosis of bone diseases is discussed in the paper[ I. Hatzilygeroudis et.al, 1994][5].   The fuzzy self-organizing layer is responsible for the analysis of the distribution of data, grouping them into clusters with different membership values. Such neuro-fuzzy network solution is more tolerant to the noise and to the morphological changes of the ECG characteristics [Jerez-Aragones][6].
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A model was developed to aid in diagnosis of Breast implant rupture using RBF network [Linda Salchenberger et.al]. This papers presents a systematic approach for constructing reformulated RBF neural networks, which was developed to facilitate their training by supervised learning algorithms [Karayiannis, N.B.; Randolph-Gips, M.M.,2003]

3. Neuro-Fuzzy Model

The objective of including fuzziness into neural networks extends the capability of the ANN to handle “vague” information in addition to crisp information. Neural networks provide aspects such as learning, adaptation and generalization that aid fuzzy logic inference under cognitive uncertainty. Neuro- fuzzy computing enables one to build more intelligent decision making systems.[3] The applications of Neuro-fuzzy systems include whether forecasting, stock prediction, control system applications, medical diagnosis and medical image recognition.

3.1 Fuzzy Inputs


The symptoms and signs are classified as fuzzy nature (e.g. Blood Pressure), imprecise symptoms (e.g. loss of appetite, loss of weight) and precise symptoms (e.g. sex). For the first two cases, an artificial domain is created which helps to define the membership functions. For example, the blood pressure can be described by fuzzy set as low, normal, and high. Trapezoidal membership function is applied, as shown in Fig.1. A number in [0 1] interval matches with every symptom can be defined as membership values. For imprecise symptoms, like loss of appetite, a scale can be assigned to their symbolic descriptions (--,-, +, ++, etc).  For symbolic descriptions, it can be a position on [0 1] scale. Precise symptoms are characterized by {0, 1} values. [4][9].

A membership function associated with a given fuzzy set maps an input value to its appropriate membership value. We do not assume any knowledge about appropriate membership functions by the user that is certainly true for most of the physicians. Instead, we use the most simple membership function, which is in coherence with the medical expert intuition. In conclusion, by using a trapezoidal function as standard membership function with its simplicity, convenience, speed and efficiency all the demands of the medical interface are easily satisfied.  An example of membership function for blood pressure is shown in Fig 1.[7]

  Fig.1.An example of membership functions for blood pressure.

4. Radial Basis Functions Network

This is becoming an increasingly popular neural network with diverse applications and is probably the main rival to the Multi-Layered Perceptron (MLP). Much of the inspiration for RBF networks has come from traditional statistical pattern classification techniques. The basic architecture for a RBF is a 3-layer network. The input layer is simply a fan-out layer and does no processing. The second or hidden layer performs a non-linear mapping from the input space into a higher dimensional space in which the patterns become linearly separable. In a neural network, the hidden units form a set of “functions” that compose a random “basis” for the input patterns. These functions are called radial basis functions.
The final layer performs a simple weighted sum with a linear output. If the RBF network is used for function approximation which matches a real number then the output is fine. However, if pattern classification is required, then a hard-limiter or Gaussian activation function could be placed on the output neurons to give 0 to 1 output values.[8]

4.1 Clustering

The unique feature of the RBF network is the process performed in the hidden layer. The idea is that the patterns in the input space form clusters. If the centres of these clusters are known, then the distance from the cluster centre can be measured. Furthermore, this distance measure is made to non-linear, so that if a pattern is in an area that is close to a cluster centre then it gives a value close to 1. Beyond this area, the value drops dramatically. The notion is that this area is radially symmetrical around the cluster centre, so that the non-linear function becomes known as the radial-basis function.[10] 
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Fig.2. Radial basis function network

4.2 Advantages of RBF

                         RBF networks have been studied and compared with backpropagation for classification problems. Studies have presented evidence that RBF networks tend to develop better decision boundaries for classification problems and more effective in classifying new cases. As learning the relationships between inputs and outputs is equivalent to approximating an unknown function from a sparse data set, feed forward networks are equivalent to parametric approximation functions. It has been proven that RBF networks  possess the best approximation property, while  MLP networks of the type used in backpropagation do not. This property is critical for characterizing good approximation methods. In addition it has been proven that RBF are universal approximators, i.e., given a sufficient number of middle layer nodes, they can approximate any continuous function with a specified accuracy. While RBF networks require less training time, it has been observed that they are more computationally intensive in use after training.

5. Algorithms and Implementation

5.1 Training


The symptoms and signs of patients are read as inputs for a particular set of diseases. These values are fuzzified using trapezoidal membership function and obtained as fuzzy set. These values are fed as inputs to K-means clustering algorithm. The algorithm is explained as below.


Specify number of means and assign random values to each mean. For example, K can be 4, 5, 6….and so that it becomes 4-means, 5-means algorithm, respectively. For example consider 6-means algorithm in which calculates the distance between the inputs of the patients for a particular disease and all means. Find the minimum distance for a patient. In these process each mean can be assigned to set of patients for minimum distance. 


Then, calculate the new mean using average values of the patients’ inputs assigned to that mean.





                                  N


mi   = 1/n∑ xi       
----- (1)                     
                    i=1




      i 

Where,

 N=1, 2, 3… 280

n = number of patients assigned to that particular mean

 Repeat the process until there is no change in assigning the patients to the same means. The above steps are repeated for different diseases. It ensures that the number of means obtained from the above process is less than or equal to the multiplication of diseases and number of initial means. The derived number of means form the clusters, i.e. number of neurons in the hidden layer in RBF network.


In our example, the total number of inputs to the RBF network is 850 and the number of neurons in the hidden layer is 60 .(Number of disease x Number of initial means, 10 x 6=60)

5.2 Calculation of inputs to Hidden neurons.


The Activation function (Gaussian function) for each hidden neuron 

gi (xj) = exp-( ( ||xj- mi|| 2 )  / (2 * σ 2 )) 

-----  (2) 

Where,

  xj -  j th patient j = 1, 2, 3….Nt
 mi -  i th mean i= 1, 2, 3….Nh
 Nt - Number of patients

Nh - Number of means

Nc- Number of diseases.

The variable sigma, (, defines the width or radius of the bell-shape and is something that has to be determined empirically. When the distance from the centre of the Gaussian reaches (, the output drops from 1 to 0.6. 


σ2 = η * d 2 / 2

gi (xj) = exp-(( ||xj- mi|| 2 )  / (η * d 2 ))



           --------- (3)

Where,
d- Maximum distance between any two mean centers.

η - Empirical scale factor which serves to control the smoothness of the mapping function

Size of gi (xj) matrix is Nh x Nt
Now the size of matrix gi(xj) is (Nh +1) x Nt.

The value of G is calculated by using the transpose of matrix g.


G = gT. 

Consider the bias neuron being first neuron in the hidden layer whose values are 1.



Go (xj) =1.


       1 
g(x1,m1)   g(x1,m2)    … 
g(x1,mj)

       1
g(x2,m1)   g(x2,m2)    . …g(x2,mj)

       1
g(x3,m1)   g(x3,m2)   … ..g(x3,mj)

G =  :
   :
        :

       :




        :
   :
        :

       :


       1
g (xi,m1)   g (xi,m2)  … .
g (xi,mj)



Size of G is Nt x (Nh+1)

5.3 Calculation of weights of output layer

        The weights between hidden layer and output layer are calculated using Least means square algorithm. This algorithm is as follows:

Output(Y) = G * Λ

Yik  =  1 
if Xi Є k disease

           0 
Otherwise

Size of output matrix (Y) is Nt x Nc
Finally, Weight (Λ) = (GT * G) -1 GT Y

The resultant size of weight (Λ) matrix is (Nh+1) x Nc and the calculated weight is used for testing.

5.4 Testing 

Read the symptoms and signs of the new patients. Calculate the inputs of the hidden neurons for the same means used for training. Multiply the input and weight to obtain the output. The output which is nearer to 1 implies that the patient has that disease otherwise the patient does not have that disease.

6. Method for Diagnosis

Initially the patient data are split into two types. They are training data and test data. The training data use actual response to alter connections and corresponding weights. During the training phase, the input membership values lying in the range of  

[0, 1] describing the nature of symptoms and signs are fed as inputs into the RBF network

During testing phase, a separate set of test data is supplied as input to the neural network model and its performance is evaluated. Thus, when a user gives the signs and symptoms in linguistic variables as input, the neuro-fuzzy model based on its learned knowledge, diagnose the disease. When a new case is encountered, the disease is diagnosed using weights obtained from training phase.

7. Discussions

7.1 Data set

The data sets used in this study are collected from Raja Muthiah Medical College & Hospital, Annamalai University which contains information related to psychosomatic disorders. The most 10 common diseases are classified into the following groups:

Group-I: Cerebrovascular disorders

· Intra-Cranial Lesion

· Meningitis

· Epilepsy

· Hypertension

· Temporal Arthritis

Group-II:  Metabolic disorders

· Hypoxia

· Hypoglycemia

Group-III:  Based on Sex

· Migraine

Group-IV:  Common diseases

· Sinusitis

· Cervical Lesion

There are 850 cases in the data set for the training and 15 cases for testing for each of the disease, so totally 1000 cases are in the data set. For each case, there are 37 symptoms and 33 signs, so totally 70 inputs are received from a patient. These attributes represent the information about the patient such as age, sex, health condition etc., are the some of the input variables. (Ref. Appendix – I)

7.2 Results and Discussion

The following performance indicators are calculated: diagnostic accuracy (ratio of the number of correct diagnoses to the total number of patients), sensitivity(ratio of true positive diagnoses to true positive + false negative), specificity (ratio of true negative diagnoses to true negative + false positive), Positive Predictive Value (PPV, ratio of true  positive to true positive + false positive) and Negative Predictive Value(NPV, is the ratio of the true negative to true negative + false negative).

The Fig.3 , shows that out of different means like 4-means, 5-means & 6-means, the 6- means outperforms all other means  as 6-means gives most of the output values nearer to 1.
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Fig.3.Different means for the Training

The Fig. 4 guides to choose the threshold value for the diagnosis. So the threshold value is 0.51 because, the sensitivity and specificity values meet at that point.
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Fig 4. Selecting Threshold for Sensitivity and Specificity 


Receiver operator characteristics curve (ROC) examines the performance of a test throughout its range of values. Function area under the ROC curve of 1.0 is a perfect test while a test that is no better than flipping a coin has an area under the ROC  curve of 0.5

 [image: image3.png]



               Fig 5. ROC Curve for RBF


By taking into account the performance of the network with collected training and test data set, it can be evaluated as accuracy of the RBF model is 98%; the specificity is 99%; and sensitivity is 96%. PPV is 95% NPv is 96%. The result ensures that the Neuro fuzzy model based on RBF can be used for medical diagnosis.


BackPropagation Network (BPN) has been implemented and tested for the same day. The training time for BPN is about 12 hours and for RBF is 4 minutes 45 seconds. The accuracy of BPN is 97%.  So, the RBF works better for our data.

8. Conclusion

As the diseases discussed in this model are commonly affecting the human beings, it is useful as a decision support system for diagnosing psychosomatic disorders. The reliability of the model depends on the amount of sample data, which are collected from patients.

The significance of this model is that, when a physician works with large collection of medical data should know the possibilities and dangers of computational methods in dealing with this kind of information. On the other hand computer scientists working on medical software should be exposed to medical data analysis as well as specific purpose of medical knowledge. Computers in medicine can not replace the medical expert in diagnosis or therapeutic decision making. However, computers are in general, and especially fuzzy techniques, may facilitate the standardization of classification routine and hence can be important supportive tools for the physician in practice as well as valuable tools in medical quality control and medical training. In addition, the communication between medical scientists and computer engineers may lead to an interdisciplinary advance in the analysis of inconsistencies in medical classifications. In this way, soft computing can be used to generate models to be used for medical diagnosis.
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APPENDIX - I

PATIENT'S  DETAILS

Name of the Patient: 


                    Sex        :    


Age 
                   :


                Diagnosis  :
   

OP / IP No 
       :

	S.No
	Symptoms
	S No.
	Signs

	1
	One Sided
	1
	Altered state of consciousness

	2
	Waking up sleep
	2
	Altered behaviour

	3
	Increase on eye movement
	3
	Speech content poor

	4
	Aggravated by food
	4
	Loss of smell

	5
	Relieved by food
	5
	Emotional Instability

	6
	Stuffiness or running nose
	6
	Loss of Aquity of vision

	7
	Pain on one side of scalp
	7
	Loss of field of vision

	8
	Snoring(Abnormal)
	8
	Absent light reflex

	9
	Periodicity
	9
	Papilloedema

	10
	Pain over sinuses
	10
	Ptosis

	11
	Pain in the occipetal
	11
	Choustek sign

	12
	Pain in the neck
	12
	Facial paralysis

	13
	Pain in the eyes
	13
	Hyperaccusis

	14
	Spontaneous vomiting
	14
	Anaemia

	15
	Diplopialo
	15
	Cyanosis

	16
	Blurring of vision
	16
	Obesity

	17
	Fever
	17
	Reduced movement of neck

	18
	Change in mental functions
	18
	Sinus tenderness

	19
	Pain due to visual activity
	19
	Absent temporal artery pulsation

	20
	Increase on bending down
	20
	Neck rigidity

	21
	Fainting
	21
	Tender on one side of scalp

	22
	Relieved by sleep
	22
	Redness of eyes

	23
	Loss of weight(abnormal)
	23
	Deviated nasal septum

	24
	Hypertension – History
	24
	Hemi anaesthesia

	25
	Halos around objects
	25
	Hemiplegia/Hemiparesis

	26
	Does HT fluctuate steeply 
	26
	Monoparesis

	27
	Loss of fluid(Vomiting, diarrhoea)
	27
	Cerebellar signs

	28
	Relieved by food
	28
	Bladder/Bowel incontinence

	29
	Convulsion
	29
	Hypertension

	30
	Tolerance to normal sounds
	30
	Hypotension

	31
	Tolerance to lights & smell
	31
	Skin markers

	32
	Early morning headache
	32
	Refractory error

	33
	Change in behaviour
	33 
	Fluctuating

	34
	Relieved by alcohol
	
	

	35
	Tearing from eyes
	
	

	36
	Teichopsia
	
	

	37 
	Relationship  to menstrual cycle
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