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Abstract: - Many machine learning approaches in the field of Artificial Intelligence (AI) have been developed.  Most of them rely on using large data sets to build up knowledge.  However, a system usually has only few data in the early stages for use.  Consequently, Early Knowledge acquisition becomes a challenging problem, and this problem is unfortunately getting more urgent while the life cycle of a product is getting shorter in today’s environment.  This article presents a method to increase the accuracy of learning using small data.
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1   Introduction

Decisions are important in the today’s dynamic environments.  Although the machine learning techniques in the field of Artificial Intelligence (AI) have been widely used for knowledge acquisition by many researchers, the number of required data is fairly big.  Unfortunately, at early stages of a system, the collected data are usually scarce and make the early learning difficult.  To increase the accuracy of learning under small data sets is more and more important.  This article presents a novel method to increase the prediction quality for the Early Knowledge Acquisitions.

2  ANFIS

Because data are fuzzified in this study, Fuzzy Neural Network (FNN) technology is used for machine learning.  The ANFIS [3], a FNN tool, performs neural learning using fuzzy typed numbers.  Given a set of input and output data, the ANFIS can constructs a fuzzy inference system with membership functions values adapted using a backpropagation algorithm or in combination with a least square method.  The adaptation function of the ANFIS provides the machine learning system with FNN characters.
     The basic model of the ANFIS is the Sugeno fuzzy model [4-6].  In the model, assuming 
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If 
[image: image4.wmf]P

x

=

 and 
[image: image5.wmf]Q

y

=

 then 
[image: image6.wmf])

,

(

y

x

f

z

=


Consider two first-order rules of Sugeno fuzzy model, the if-then rules can be:
Rule 
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 are constants.  In figured presentation, Fig. 1 shows the Sugeno model and the corresponding ANFIS structure with a five-layer artificial neural network.
     Denote that the output of the 
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where 
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 are fuzzy membership functions that can be any membership type such as triangular or generalized bell function.
     For nodes in Layer 2, the outputs 
[image: image34.wmf]i

w

 are the product of the outputs of layer 1 and are used as the weights of Layer 3:
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In Layer 3, the output of every node is normalized by a calculation as the following:
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Next, Layer 4 is the defuzzy layer which adapts node values with equation:
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 are consequent parameters of the nodes.
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Fig. 1.  (a) The Sugeno fuzzy mode; (b) The ANFIS structure.
     Finally, the fifth layer is to compute the output of all the input signals using the equation:
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3  Proposed Method

3.1 Fuzzifying Data
Fuzzy system has been applied widely in many research areas.  There are two ways to fuzzify crisp data.  The first one is to fuzzify each individual datum to a fuzzy value for fuzzy operations.  As shown in Fig. 2, three crisp data are fuzzified to three separated fuzzy values.  The second way is to fuzzify all possible values to few linguistic forms, each form is a fuzzy value as illustrated in Fig. 3.
     However, in this study, data fuzzification is used to fill the data gaps among existing learning data.  In the study of [8], Huang pointed out that observation data could be changed into fuzzy sets to fill the information gap and to estimate the information relationship.  In this study, the relationships among training data for network learning are setup by the fuzzy membership functions.  After neuro-fuzzy learning, these fuzzy membership functions can be adapted.
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Fig. 2.  To change crisp data to fuzzy type.
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Fig. 3.  Linguistic form
     Considering a case that the output value for an input value 
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Fig. 4.  Expanding data by fuzzification technique.
     To explain the concept, in Fig. 4, given two data obtained in sequence of time.  These two data can be fuzzified into fuzzy membership functions.  The fuzzy membership functions can be one of the membership function types as shown in Fig. 4.  In this procedure, new virtual data that are not equal to either of these two data is generated within the domain of the membership function.  The main objective of the process is to expand the quantity of data for acquiring the learning flexibility.
     There are two kinds of data expanding.  One is within the exsiting data domain or say internal expanding, the other is external expanding.

3.2 Testing Data

In the study of Huang and Moraga [8], diffusion-neural-network (DNN) is introduced.  Following the study of [8], testing data generated by two functions adopted from Huang and Moraga are used.  These two functions, one is exponential 
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     Five data of exponential function from [8] were selected as training data.  They are {(0, 0), (1/4, 1/16), (1/2, 1/4), (3/4, 9/16), (1, 1)}.  There 100 testing data from (0, 0) to (1, 1) to check the prediction error.  After learning using fuzzy neural network (ANFIS), the Mean Square Error (MSE) is 
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 that is better than that in [8].

     In addition, five data of multinomial function were selected randomly for training.  After ANFIS learning and check the prediction error, the MSE is 0.0038042 that is similar to the average square error of [8].

3.3 Domain Range External Expansion

In the previous subsection, exponential function data range afforded from training data is [0, 1] that is equal to the checking data range.  The error is very small.  However, in the multinomial function example, training data range is [0.18, 0.78] and checking data range is still [0, 1].  The training data didn’t afford the data information outside of [0.18, 0.78] for fuzzy neural network learning.

     To solve this problem, data domain external expansion is necessary.  Such the data domain is setup to [0, 1] and training data are learning using FNN again.  The MSE value is 0.0001599 that is far better than that in [8].

4   A Production Example

A production system is used as an example [9] here.  A Flexible Manufacturing System (FMS) simulation model is setup as shown in Fig. 5 following the studies of [1] and [2].  In this FMS, it has a load/unload station, three automatic guided vehicles (AGVs), four CNC machines, and four pair input/output buffers (IB/OB) for each CNC machine.  We use C language simulate the model, and part of the  monitoring contents in the processing of the FMS simulation program.contents is illustrated in Fig. 6. 
4.1 System Information
Four machines in the FMS performs six operations that are listed in Table 1.  Three kinds of parts are needed to be processed.  Some operations are processed in more than one machine, and some in only one machine.  The required operation times and due dates are listed in Table 2.  The arrival intervals of parts are generated randomly.
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Fig. 5.  The FMS layout.
[image: image68.png]475... [40].1ocation=3... [40].1 time=178... m_1_time[31=178...
475. . [85] come . [851.p=2.. [851.10oc=5.. [85].next=1.. [851.1_ti
475, .. 1 will arrive after 7...

476. .. .location=5... [23]. . [231.1_time=9

477 .. .location=5. .. . . [601.1_time=9

471 .. .location=2. .. . ...om_I_timel2]= “183. ..
471, .location=1... 1 ..

478. .. .location=1...

480. .. .location=5. ..

481. .. .location=5. [T . . ,lime

482.. [86] come.. [86]. prl.. [86].1oc=5.. . ©T861.1_time=12..
482 . 1871 will arrive after 6. ..

485... [23].1ocation=4... [23].1 time=167... m_1_time[4]=167...
486... [60].1ocation=2... [60].1 time=189... m_1_time[2]=189.
488. . [87] come . 1871.p=2.. [871.1oc=5.. [871 next=1.. [871.
488. .. 1 will arrive after 9...

489. .. .location=1... [46].

490. .. .location=4... [64].

491, .. .location=1... [87].

492. .. .location=5... [30].

492. .. .location=5... [43]. A Lt

493. .. .location=1... [31]. 89... m_1_time[11=189. ..
49 .. .location=5... [61]. A .1_time=12.

49 .. .location=4... [86]. Looom_ 1 hme[l»] “192. ..
495, .. .location=3... [30].1 ti timel





Fig. 6.  The monitoring contents in the processing of the FMS simulation program.
4.2 Assumptions of the System
The following is the FMS operational assumptions in this study:

· AGV transportes one part to CNC machines each time.
· The capacity of theload/unload station is un-limited.

· Processing time of machine includes set-up time.
· Each machine processs only one part at one time.

· Breakdown of machines and AGVs is not considered.

· The nearest idle AGV will take a part that is need to transport.

If more than one machine provide an operation that a part needed, this part is sent to the shortest waiting time input buffer.
Table 1.  The operations of four machines.
	
	Operation

	
	#1
	#2
	#3
	#4
	#5
	#6

	Machine

#1
	15
	
	
	
	7
	9

	Machine

#2
	12
	10
	
	18
	
	

	Machine

#3
	
	8
	
	10
	17
	

	Machine

#4
	
	
	13
	12
	
	


Table 2.  The required operations of parts.
	
	Required operations
	Due date

	Part #1
	#5 - #4 - #2 - #3
	1200

	Part #2
	#6 - #2 - #4
	1100

	Part #3
	#3 - #2 - #4 -#5 - #1
	1300


4.3 Input Attributes
To determine the dynamic operations of the FMS, there are three system attributes for the manufacturing model:

· Arrival rate of parts.
· Buffer size of the input/output buffers.

· The speed of AGV (m/min).

4.4 Dispatching Rule

There are three kinds of scheduling rules in the input buffers for parts:

· First come first served (FCFS)

· Shortest processing time (SPT)

· Earliest due date (EDD)

The IF-THAN rules can be established from the current production data as in the following example by using the three system attributes as input attributes and the dispatching rules:

IF         (Buffer size = 9 and Arrival rate of parts = 24 

and  Speed of AGV = 81)

THEN (The best scheduling rule for system is SPT).
In general, the indexes of FMS performance include minimizing load un-balances, minimizing machine duplication, and maximizing resource utilization [7]. The used index here is to maximize resource utilization (machine utilization).
5  Learning Results

Two hundreds data were generated randomly by simulation program for the learning test.

5.1 Comparison 

In table 3, different size of data sets are used for training and 100 testing data are used for checking the accuracy.  Both traditional neural tool, Pythia, and fuzzy neural network tool, ANFIS, are used for comparison.  Results shown in table 3 indicate that the learning accuracy using ANFIS is better than Pythia.

Table 3.  ANFIS test results
	Data size
	5
	10
	50
	100

	Traditional neural testing
	0.51
	0.59
	0.71
	0.78

	ANFIS testing
	0.56
	0.78
	0.83
	0.91


5.2 Input Domains External Expansion

In the research of ANFIS, input data domains (data value ranges) are set from the smallest to the largest value of obtained input data.  For example, the given values of the third input variable, AGV speed, of the 5 training data in Table 3 are (90, 102, 81, 116, 111), and the membership function domain range is set as [81, 116] for this variable.  In practice, the limited domain range causes a problem in small data set FNN learning for that the domain for building knowledge is too narrow.  While a new data is coming, such as AGV speed = 70 for example, it can not find a suitable fuzzy inference rule for itself.  This can happen often especially when the number of training data is very small.  This condition certainly causes the prediction bias.  To solve this problem, externally expanding input data domains to a value outside the training data domains is necessary.  Therefore, in Fig. 7(a), an arbitrarily selected data domain [81, 116] is accordingly expanded to [66, 120], the domain range of the whole data set, as in Fig. 7(b).  The testing accuracy of the FNN learning results with 100 epochs learning is 0.72.  This result is shown in table. 4, the testing accuracy with domains external expansion is better than that without expansion.
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Fig. 7. Two triangular membership function values: (a) before, (b) after domain range external expansion.
5.3 Membership Function Styles Test

Different styles of membership functions may affect the learning accuracy.  In table 5, three different kinds of membership functions are tested.  In this example, triangular style has the best learning accuracy.

Table 4.  Testing accuracies under input domains external expansion.
	Buffer size range
	Arrival rate of parts range
	AGV speed range
	Testing accuracy

	[9 12]
	[24 32]
	[81 116]
	0.56

	[7 13]
	[20 40]
	[66 120]
	0.72


Table 5.  Learning accuracies using different membership function styles.
	Style
	Testing accuracy

	Generalized bell
	0.72

	Trapezoidal
	0.59

	Triangular
	0.79


5.4 Results

In this subsection, different sizes of training data are used for testing by Pythia and ANFIS methods.  The same 100 data were used for checking the prediction accuracy.  Figure 8 illustrates the results that the proposed method has better learning accuracy than traditional ANN method.
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Fig. 8.  Comparisons between proposed and traditional neural network methods.

6  Conclusion

Decisions are almost made in scarce information. Unfortunately, early stages of a system, the collected data are usually limited and it’s difficult to learn early knowledge.  This research is aiming at increasing the learning accuracy for the Early Knowledge using small data sets.  The used methods include data-fuzzification, domain range expansion, and the application of the Fuzzy Neural Network.  The obtained results reveal that the learning accuracy under this strategy is significantly improved, and the used data number is very small.
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