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Abstract: - A multiagent simulation was created utilizing portions of past insect-based techniques.  The hybrid insect-like multiagent simulation used a tabu list for repeat node avoidance and a common food location list, but avoided the use of pheromones such as those used in ant-based algorithms. The creation of the multiagent system resulted in cooperative foraging of food, collective memory use, and produced emergent behavior such as swarm movements to and from food locations to the agent’s hive node. The results of the experiment are presented, as well as areas for continued research.
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1 Introduction 
Biological and natural systems have been researched and applied to various areas of computer science. A premise exists that if the system occurs and works well in nature then why not apply the system or similar functions to computer applications? Among the research that has occurred in the past, ant-based algorithms and other swarm methods have been applied to areas such simulations, multiagent systems, and robotics [1,2,3,4,5] .
Among past research breakthroughs in the mimicking of natural and biological systems was the creation of Ant Colony Optimization (ACO)[2], which uses agents and artificial pheromones to find optimum path solutions through problem spaces. This has been applied to the Traveling Salesman Problem (TSP), a problem of having a network of cities (nodes) to visit and subsequently desiring to visit all cities in an optimized way, without revisiting previously traveled cities, and finally completing the tour at the starting location [6]. 
Ant Colony Optimization is one type of ant-based algorithm. The use of ant-based algorithms to produce ant foraging behavior have been applied to areas such as simulations [1], and in a variety of agent-based systems to include systems for route discovery in telecommunication networks [3]. Ant-based algorithms have also been used in the area of robotics to aid in optimized path finding in natural environments and have even been applied to robots in simulated battlefield environments [4].

The essential concept of ant-based algorithms is that dissipating pheromones are dropped to attract entities to a desired path. The use of memory does not appear to be heavily relied upon, but rather the capability to sense pheromones. To apply ant colony algorithms to TSP, researchers [2] therefore adapted ant systems to use a tabu list. A tabu list is a maintained list in memory to keep track of visited nodes so they won’t be visited again. 

From examining ant-based algorithms and methods different approaches can be contemplated. Though the use of pheromones has been used in past research and has been proven to work when applied to TSP, are there alternatives to ant-based system models that can be effectively used in an IP environment? Communication methods, other than using pheromones, occur in the insect world such as the honey bees communicating nectar locations via their honey bee waggle dance [7].  Could combining portions of functions that occur in ant-based algorithm research, such as tabu lists, be applied to a multiagent system that more resembles bees because of the entity inter-communication? Could this approach produce social learning, cooperative work and emergent behavior with such a hybrid insect system?
This research examined the notion of using multi-agents for collective social learning and reasoning. To accomplish this, agent decisions based upon collective data and agent stimuli are applied to a simulated multiagent system.  Techniques such as tabu lists and collective communication are utilized to produce insect-like behavior. Furthermore, the simulation was used to visualize system behavior, determine the feasibility of creating a similar live agent system, and to identify areas for future research and development.
2   Method
An incremental approach to the problem was decided, attempting to concentrate on the interactions of a multiagent system in a local area network (LAN). To further reduce the complexity, a simulation was created to simulate a multiagent system in a LAN consisting of nodes in the same subnet.  By having agents operating in an environment consisting of nodes in the same subnet, it provides a smaller scope for the research which could be expanded upon over time.  It is also important to examine the behavior of the agents at a smaller scale. Patterns and other behaviors occurring at a smaller scale could be used to possibly predict certain global behavior of the system. 

2.1
Nodes
The nodes in the experiment were represented as points on a lattice. The simulation arranged the nodes in a grid fashion. The nodes were placed in a grid for a quick visual representation of the nodes, agents at the nodes, and food at the nodes. Additionally, a grid was chosen to visualize the interactions from a hubbed LAN prospective. When using a hub, each node can be directly plugged into it. If each node is on the same subnet, then all other nodes are just one hop away from each other. Therefore distances of the nodes in this perspective is irrelevant, including the numerical difference of the IP address as long as it is in the same subnet and connected directly to the same hub. Though the actual hubs may be stacked and possibly linked in a chain, in this case they are participating in the same subnet so the distance is virtually still one hop. 
In this experiment a grid of 25 nodes (5x5) was used, which provided manageability on a visual scale. Other grid sizes were used such as 10x10 and 15x15 grids; however, the 5x5 grid provided an adequate and manageable amount of nodes, and reduced the iterations needed to complete each volley. By reducing the scale, the interactions were the same but easier to visualize the behaviors due to their restrictive bounds.

In this environment one corner node, grid (5, 5) is used to represent the agents nest, housing all agents upon initialization and upon completion of a search. Each node could contain varying amounts of food, which were assigned random whole numbers ranging from zero to nine. Random nodes in the grid were picked to contain food, a smaller range of nodes presented an opportunity to visualize the agents searching, learning, and eventually performing swarm attacks on the food.  

2.2
Agents

The main portion of the program was the creation and use of multiple agents to cooperatively achieve the goal of foraging for food. Each agent moves exactly one spot for an iteration, which was used for completion measurements. A flowchart of the agent’s method and the agent’s algorithm used in the system can be viewed in figure 1 and figure 2 respectively.
A tabu list was applied to the agents to support their foraging efforts. It was used because of its effectiveness in ant-based research [2] and provides a method for agents ensuring that past nodes would not be revisited. This was maintained collectively through simulated agent communication.  A food message list was also communicated and maintained so collective foraging could take place. 
The agent communication is simulated to update the memory of each agent through a process of either shared resources or broadcasts. The premise being, that once an agent moves to a node and finds food, the results are communicated to all agents so collective foraging behavior can commence. 
Sharing network resources was hypothesized to be one way for agents to share common lists within a LAN. This could be configured in such a way to share information from a centralized node. In this case it would be the hive node that would serve the files to the agents. A shared network resource is the method used for the agent simulation. However, this simulation could also represent the act of communications of the agents using broadcast. Once agents collect network information about the particular node that it is currently visiting, the network broadcast address is used to send information to all agents in the local network. 
The communication of the food list message provides the stimuli for the agents to conduct collective attacks on food sources. If food location exists in the collectively maintained list then the agents are programmed to concentrate efforts at the food locations in the list until depleted. The food list must be empty before agents can continue to search elsewhere in the network. Once the food message list is depleted and the network is completely searched, the agents will return to the nest. 
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Fig.1: Agent Method Flowchart
METHOD AGENT//AGENT CONSTRUCTOR

Add agents to hive node

While exit flag is not set

     If tabu list full 

        Set exit flag

     Else 

        If food found and not at hive node

  
Remove location from tabu list


Add to food location list in memory to food msg list


Pick up food


Move to hive


Drop food

        Else

            Check food message list

            If message in list

               Move to top location in list

               Check food at location

                If no food at location

                    Remove location from food list

    
    End if

            Else 

                Pick random location in search range

                Check tabu list

                   If tabu list full

                          Set exit flag

                   Else

                     While node is in tabu list or hive node 

                         Pick a new random location in range

                      End While

                         Add destination to tabu list

                         Move to grid location                     

                   End if

            End If

          End if

     End if

End while

Move to hive node and die

Fig.2: Algorithm for the Agent Method
3   Results
Initially in a grid without food the agents searched through the space had predictable computational results. By using the shared tabu list and the shared hive mind, the agents performed as predicted searching through the grid space, with no agent revisiting a node that was already searched. The searching resulted in O (n) in respect to computational time:
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Additionally, the iterations (I) are directly proportional to the nodes (n) and inversely proportional to the agents (a):
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These results were inapplicable once food was added to the grid. This could be attributed to the level of complexity added to the agent’s behavior. Behaviors such as the agents moving food items to the nest caused an increase in required iterations, depending upon the number of agents and the number of food items.  It then becomes apparent that the iterations required for each node which contained more food than agents prior to the communication to other agents, resulted in equation 3.  The iterations per node (
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) are proportional to the sum of the food (
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) at a given node, and inversely proportional to the sum of the agents (
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), plus one for the communication iteration or the time delay for which the agents are moving to the node.
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The agents initially launched from the hive node, and started their food recon behavior. Each node that did not contain food was added to the shared tabu list as before. However, as programmed, once food was found a “found food” message with location was simulated and added to the hives “shared found food” memory. Each new found food message with location was placed at the bottom of the memory stack, in a first in first out (FIFO) method.   Each agent subsequently swarmed to the first food location listed in their food memory.  This food attack behavior was easily visualized in the simulation. Once food was picked up by an individual agent in the swarm the agent moved back to the hive to deposit its bounty.  The swarm of agents moving back to the hive was also depending on the amount of food at the location. The larger the amount of food at the location, the larger the swarm movement back to the hive.  
Once the food was depleted at the source, one of two things happened. If additional food was previously identified in the food recon and was placed in the food memory stack, then that location would be attacked by the swarm. If the food stack was empty, then food recon would recommence.  This pattern would continue until all nodes were visited, and consequently all food had been depleted. As programmed, the swarm returned to the nest node once complete.


 The collective movement of swarm attack of the food was also considered emergent behavior of the system.  When food was applied to the every node upon start of the simulation, every agent randomly moved to a node on their initial burst from the hive and found food. This caused the visualization of continued swarm movements back and forth from food sources to the hive node until all food at the location specified in the food message list was depleted. The group then dissipated throughout the rest of the unsearched nodes for a single iteration then the group swarm attack behavior recommenced.
4 Discussion and Further Research
Further research can build upon the created simulation. The system could be reapplied as a system of live agents for further testing on actual networks. Furthermore, research should be conducted observing the system in multiple networked environments. Operations of the agents should be tested on LANs using different subnets and then developed upon for use in wide area networks. Once developed for a WAN environment, the testing of long distance communication and its effect on system behavior can finally occur. The further development of the simulation or the movement of development to live agents would provide the chance to visualize the agent’s individual and global behaviors further. Additionally, examining the system at this larger scale, emergent properties and behaviors may occur that were not originally planned for. 
4.1
Agent Broadcast Communication

Further development of the agents is needed to view the behavior of the system using actual broadcast communication. Broadcasting provides the means to send tabu lists and food message information to other agents. Of course in a live agent system this would mean that a listener process would be required for each agent to listen for agent broadcast messages. Each message received would need to be added to the individual agent’s local memory for processing.  In the case of the current agent simulation, the act of broadcasting and listening is only implied and the agents are actually sharing common lists.  
The simulation further represents only an ideal situation where every agent receives the message at the same time. It is recognized that this is impractical in a live network environment. Situations could occur that could prevent the reception of LAN broadcast traffic to all agents in the network. Agents would therefore contain different lists of information. The broadcast of food locations can therefore be predicted to only attract portions of agents depending upon received intercommunication. 
4.2
Multicast Communication

Multicasting, is a means to communicate to other participating network applications configured to operate in a multicast group. In this perspective it is the means for one agent to communicate to a group of other participating agents. Multicast groups participate in the IP class D range 224.0.0.0 through 239.255.255.255. It is noted [8] that some of the address space is reserved and the range of 224.0.1.0 to 238.255.255.255 is globally usable by any entity.

Multicast communication is commonly forwarded throughout a network. However, some devices such as routers may need to be configured to facilitate the communication. For example Cisco routers use the Internet Group-Membership Protocol (IGMP) and can be configured for several IP multicast routing protocols for multicast discovery [9].  
4.3
Agent Memory

The agents of the system simulation currently shares common memory. While this is adequate for a local environment the movement to other subnets and networks would make this an impractical solution. Having common access to a centralized machine could prove difficult and could prove disastrous for the agents in the case of network or communication outages. Additionally, some firewalls and router policies may block multicast communication making agent operation difficult. This will need to be taken into consideration when developing the agents to operate over large networks. Offline memory could therefore provide a means for the agents to maintain functionality when communications are disrupted or blocked to other agents. Each agent could therefore maintain its own tabu and food list. Once agents find food they could attempt communication to other agents by broadcast and or multicast. They could either attempt communication immediately or transmit their information to other agents after the food is dropped off at the hive node. This would resemble the information sharing of honey bees. 
However, instead of communicating information to other bees at the hive node directly, the information could be collected and shared by a database or process at the hive node itself. The hive could then provide a maintained tabu and food message list which could better serve the overall agent colony.  Agents that have been out of direct communication from the collective group could then benefit by obtaining current information and pass it’s learned information to the rest of the group. The syncing of agent lists with the hive maintained lists ensures learning from the collective efforts of the agents.
The collective memory used in the simulation proved that collective movement to food locations and the cooperative foraging  helped deplete food sources more quickly than if one agent worked alone. The shared tabu list, as by design, prevents wasted agent time and effort by eliminating past nodes from being revisited. However, as in nature, some food sources can be replenished.  Therefore, the use of the hive-maintained tabu list could be modified to provide a method to drop nodes from memory so they could eventually be revisited by the collective.  



This reuse of memory could possibly further benefit agents especially if agents have not found food and were cut off from the hive due to network or communication disruption.  An agent could then continue to visit or revisit nodes and add to its knowledge and internal memory until either communication has been restored or until the agent’s time to live has exceeded.  To facilitate the recovery of memory, genetic algorithms could be used to facilitate the recovery of memory, keeping items that best match a fitness functions. This approach to memory recovery has been proven to work in robotic long-term memory experiments [5].
4.4
Possible Applications
The research conducted generically applies the agents to forage food sources. However, what could these food sources consist of in a live networked environment?   It is theorized that this type of system could also be applied to a network security system. The agents could be developed to move through a network examining nodes for security vulnerabilities or signs of intrusion. If an intrusion was found the other hive agents could be collectively called to conduct a group forensic analysis of the system. The agents would further move information back to the hive node for further more detailed analysis. This is just one theoretical application. It might also be better suited for information gathering at network nodes. The agents could search nodes in a network for specific information that requires the collective gather efforts. 
5   Conclusion
The experiment was able to exploit the behavior of the agents to cooperatively forage food sources. The collective efforts of the agents resulted in the swarming of agents to the food locations and their swarming movement carrying food back to the hive node.  The initial research questions were answered through the use of the simulation. An alternative approach to ant-based algorithms using simple communication or shared resources rather than pheromones can produce effective cooperation in agents in a simulated LAN environment. By applying techniques used in ant-based research such as a tabu list then applying simple agent communication can result in adequate search and foraging of food in a simulated environment and applied total group participation to accomplish agent tasks. The swarming or group attack movement was visualized in the simulation as well as the emergent behavior.
The inadequacies of using agent shared resources in a long distance communication approach and subsequently its use in a WAN environment were realized.  Further research and development for modifying the agents to work in a WAN environment using another method was deemed necessary. Modifying the approach to further collectively update the tabu list at the hive node, as well as by intercommunication, will be examined in future experimentation. Further testing of memory techniques to provide short-term and long-term memory of the agents will additionally be examined and tested including the application of genetic algorithms. The intent is to ensure continued operation of the agents so the agents could still operate in the event agents were cut off from returning to the hive node and if communication was disrupted. Ultimately it is intended to move from a simulated environment to the use of agents in actual LAN and WAN environments to capture the effectiveness of the system. By applying the system to a live environment, situations may emerge that were not originally planned for.
Overall the system provided insight to the further research and development of the agents. Insect-based techniques provided collective task accomplishments in the simulation. As a result of the experiment, further social intercommunication, memory development, and the continued exploitation of emergent behavior using simple interactions will be the focus of future agent and system development. 
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