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Abstract: - Ad hoc networking involves computers, typically wireless mobile nodes (MNs), that cooperatively form a network without specific user administration or configuration. In other words, ad hoc networking allows an arbitrary collection of MNs to create a network on demand. A node in the ad hoc network, whether it be a laptop, autonomous agent, or sensor, is in charge of routing information between its neighbors, thus maintaining connectivity of the network. In this paper, we perform a simulation and performance study on some routing protocols for ad hoc networks. Distributed Bellman-Ford (DBF), a traditional table-driven routing algorithm, is simulated to evaluate its performance in multihop wireless networks. In addition, two on-demand routing protocols, Dynamic Source Routing (DSR) and Associativity-Based Routing (ABR), with distinctive route selection algorithms are simulated in a common environment to quantitatively measure and contrast their performance.
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1 Introduction
Bandwidth and power constraints are the main concerns in current wireless networks because multihop, ad hoc mobile wireless networks rely on each node in the network to act as a router and packet forwarder. This dependency places band-width,  power and computation demands on mobile hosts which must be taken into account when choosing the best routing protocol. In recent years, protocols that build routes based “on-demand” have been proposed. The major goal of on-demand routing protocols is to minimize control traffic overhead. In this paper, we perform a simulation and performance study on some routing protocols for ad hoc networks. Distributed Bellman-Ford (DBF), a traditional table-driven routing algorithm, is simulated to evaluate its performance in multihop wireless networks. In addition, two on-demand routing protocols, Dynamic Source Routing (DSR) and Associativity-Based Routing (ABR), with distinctive route selection algorithms are simulated in a common environment to quantitatively measure and contrast their performance. We have chosen these three protocols for the following reasons:

· to evaluate the performance of a conventional table-driven routing scheme DBF in multihop wireless networks;

· to study the performance of different routing metrics in dynamic ad hoc networks. 

The final selection of an appropriate protocol will depend on a variety of factors, which are discussed in this paper.

2 Routing protocols

Various routing protocols are studied and mobility prediction enhancements are proposed. Enhancements for the distance vector and on-demand based protocols are proposed. In the distance-vector approach, routing decision for the data packets is based on the predicted route expiration time, therefore data packets will travel through paths that survive longer. In the on-demand based enhancement, the source of a data session will predict the time that a route will expire and rebuild the path prior to the estimated time to minimize the disruptions due to topology changes.

2.1 Distributed Bellman-Ford

Many existing routing schemes for ad hoc wireless network are based on the distributed Bellman-Ford’s (DBF) algorithm. These schemes are also referred to as distance vector (DV) schemes. In the distributed Bellman-Ford algorithm, every node i maintains a routing table which is a matrix containing distance and successor information for every destination j, where distance is the length of the shortest distance from i to j and successor is a node that is next to i on the shortest path to j. To keep the shortest path information up to date, each node periodically exchanges its routing table with neighbors. Based on the routing tables received with respect to its neighbors, node i learns the shortest distances to all destinations from its neighbors. Thus, for each destination D, node S selects a node k from its neighbors as the successor to this destination (or the next hop) such that the distance from S through k to D  will be the minimum. This newly computed information will then be stored in node D’s routing table and will be exchanged in the next routing update cycle. The advantages of DBF are its simplicity and computation efficiency due to its distributed characteristic. However, it is well known that DBF is slow to converge when topology change, and has the tendency to create routing loops, especially when the link conditions are not stable.
2.2  Dynamic Source Routing (DSR)

DSR is a source routing protocol which determines routes on-demand. In a source routing protocol, each packet carries the full route (a sequenced list of nodes) that the packet  should be able to traverse in its header. In an on-demand routing protocol (or reactive protocol), a route to a destination is requested only when there is data to send to that destination and a route to that destination is unknown or expired. Although DSR does not require bi-directional links in the protocol, IEEE 802.11 requires bi-directional links in the delivery of all non-broadcast packets. The version of DSR in our study also only locates bi-directional links. In other words, a route reply packet containing the complete route from source to destination is sent along the reverse route to the source.

An overview of DSR operation is provided by stepping through a simple scenario in which one node sends a data packet to another. Suppose a source node S needs to send data to a destination D and S does not have a route to destination D available. In DSR, S initiates route discovery by transmitting a route request packet. This packet is first sent to the neighbors of S only (i.e., the time-to-live, or TTL, of the packet is set to zero). If the neighbors of S do not respond with a route for D within a timeout period, then S floods the route request packet in the entire network. The route request packet is retransmitted if S does not receive a response to the packet within another timeout period. If a node receives a route request packet, does not know a route to D, and the TTL of the route request packet is not zero, the node adds its address to the source route and then forwards the route request packet further. If a node receives a route request packet and does know a route to D, the node sends S a complete route (a sequenced list of nodes) from S to D.

In the version of DSR we use, the Medium Access Control (MAC) layer determines when a link has broken. (Link failures can also be learned from the Network Layer Acknowledgment feature; this feature is not used in our simulation.) Route errors are signaled if an MN times out while waiting to acquire the channel or if an MN does not receive a link layer acknowledgment (ACK) on its transmission. If a packet is dropped as a result of queue or buffer overflows (typically due to congestion), a route error is not signaled. If a route error occurs, the MN that discovers the error looks in its cache for another route from itself to D. If another route exists, the MN forwards the packet along the new route. If another route does not exist, the MN drops the packet. Either way, the MN updates its cache of the route error and sends S a route error packet via the reverse source route. To transmit future packets, S either uses another known source route or initiates a new route discovery. MNs using DSR may operate in promiscuous mode. In promiscuous mode, an MN can learn potentially useful routes by listening to packets not addressed to it. 
2.3  Associativity-Based Routing

Associativity-Based Routing (ABR) is a protocol that is designed for an ad hoc mobile network environment. Routes are established based on demand. The uniqueness of this scheme is the route selection criteria. By exploiting the spatial and temporal relationship of mobile hosts, ABR introduces the following new routing metrics:

· Longevity of a route based on associativity,

· Route relaying load of intermediate nodes supporting existing routes and

· Link capacities of the selected route.

By associativity or affinity  we mean the spatial, temporal and connection relationship of a mobile host with its neighbors. Associativity is measured by recording the number of control beacons received by a node from its neighbors.

For example, assume each mobile host has a transmission-reception range of ten meters in diameter and there are two mobile hosts A and B. Initially, A and B are not in radio connectivity with each other but each sends a control beacon to signify its presence once every two seconds. If A is migrating at 1m/s and it starts to enter B’s radio range and move through it diagonally, then both A and B record at most five beacons each. Hence, this is the associativity threshold. Namely, if only five or less beacons are recorded, then one can assume that the other mobile host is migrating past it  and this situation is viewed as being associatively unstable. Otherwise, if the mobile host is moving but is constantly within the radio coverage of its neighbors, then more than five beacons will be recorded and hence the node is regarded as being associatively stable. Note that associativity has an inter-locking characteristic since a node’s associativity stability with its neighbors depends on the mobility profile of the neighbors. By selecting nodes with high associativity counts/ticks, the route is expected to have a long-lived characteristic. This stability could result in a route with non-shortest path, but the route can be maintained with less chance of having to perform route recovery. 

3 Simulation Model

The simulator for evaluating three routing protocols is implemented within the Global Mobile Simulation (GloMoSim) library. The GloMoSim library is a scalable simulation environment for wireless network systems using the parallel discrete-event simulation capability provided by PARSEC. The simulation models the network of 50 mobile hosts migrating within a 30 meter x 30 meter space with a transmission radius of 5 meters. Every node in the network moves in a random fashion, with a static time of 5 seconds before migrating again. The channel capacity is 2Mb/s. The IEEE 802.11 Distributed Coordination Function (DCF) is used as the medium access control protocol. A free space propagation model  with a threshold cutoff has been used in our experiments. In the free space model, the power of a signal attenuates as 1/d2 where d is the distance between radios. In the radio model, capture effects are taken into account. If the capture ratio (the minimum ratio of an arriving packet’s signal strength relative to those of other colliding packets) is greater than the predefined threshold value, the arriving packet is received while other interfering packets are dropped. A traffic generator was developed to simulate constant bit rate sources. Source nodes and destination nodes were chosen randomly with uniform probabilities. A packet is dropped when no acknowledgment is received after retransmitting it a certain number of times. Simulation were performed multiple times.
4 Simulation Results

DBF, a traditional table-driven routing scheme used in wired networks, is compared with on-demand ad hoc routing schemes (ABR and DSR) in a common multihop mobile wireless network simulation platform.
Parameters of interest are data throughput and end-to-end packet propagation delay. 
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Fig. 1 Throughput with varying speed

Fig. 1 shows the throughput comparison of DBF, DSR and ABR. DBF’s poor performance can be attributed to excessive channel usage by route update control messages. 
Also, as mobility speed increases, more event-triggered updates are generated. However, this is not present in on-demand routing protocols. The graph also reveals that the ABR has a higher throughput than DSR. Resulting from the use of a different route selection process. In DSR, a route is chosen based on the shortest delay at the instance of route establishment. Although this path may be the best route at that instant, it may be a route that lacks routing stability or may have unacceptably high load. In contrast, ABR distinctively selects a route where nodes in the path are associatively stable (spatial, temporal, and connection wise) and have light load. This route selection criteria enhances the longevity of the selected route, avoids bottleneck and congestion at INs, and eventually improves throughput.
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Fig. 2 End to End Delay with Varying Speed

Fig. 2 shows the end-to-end delay of data packets. DBF has a larger delay than on-demand schemes due to high control overhead and thus large queueing delay. For on-demand protocols, ABR has shorter delays than DSR, and this difference becomes more obvious as mobility speed increases. The better performance of ABR can be traced to the following reasons. First, balancing the route load shortens the delay as the chance of congestion is reduced. Second, adjusting to network mobility via receiving beacon messages from neighbors yields faster convergence. In DSR, a neighbor displacement is noticed only after a packet is sent explicitly to that node. The network reacts if an acknowledgment is not received. Consequently, this increases packet delay since the packet must wait until a new route is established.
5 Conclusion

Many routing protocols for ad hoc mobile wireless networks have been proposed in recent years. In this paper, we have reviewed and studied key properties of three distinctive routing protocols. Performance evaluation of these protocols have been conducted via simulation in a common network environment. We have compared the performance of Associativity-Based Routing with Distributed Bellman-Ford and Dynamic Source Routing. Simulation results reveal that the DBF incurs extensive bandwidth and computation overhead in the presence of mobility, yielding inferior performance when compared to on-demand routing protocols (ABR and DSR) in ad hoc networks. We also report that ABR has a better throughput and smaller delay than DSR. Chiefly, this is due to the use of innovative associativity criterion, multiple route selection metrics, and local route recovery.  

In summary, ABR is a strong candidate for the multihop mobile wireless environment along with DSR. The final selection of the on-demand routing scheme should take into account other considerations in addition to the measures provided by simulation.
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