EFFICIENCY OPTIMIZATION OF VARIABLE SPEED INDUCTION MOTOR USING ARTIFICIAL NEURAL NETWORK
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Abstract - Improving the efficiency of induction motors, which are the most energy consuming electric machines in the world, saves much energy. When working close to their nominal operating point, induction motors are high-efficiency machines. However, at low load, efficiency is greatly reduced when magnetization flux is maintained at nominal value. Therefore, it is necessary to adjust the flux level according to the load in order to improve the efficiency. This paper proposes a new approach based on artificial neural network which states that at a certain torque and speed operating point, there exist only one set of voltage and frequency that operates the machine at optimum efficiency. The artificial neural network is used to predict the required voltage and frequency as the load torque and motor speed changes. The training patterns are generated from the real system.
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1  Introduction
                                      The need of energy conservation is accelerating the requirement for increased levels of electric motor efficiency. It is therefore important to optimize the efficiency of motor drive systems if significant energy saving are to be obtained. There is also less environmental pollutions due to less burning of coal in India where the 70% of the electrical energy is generated by thermal power station.

                                    Three phase induction motors consume 60% of industrial electricity. Just 1% increase in all the motors in India will save 500 MW power which needs the initial generation cost of 2000 crores. Induction motors have good efficiencies when operating at full load. However, not all the motors are always driven under these circumstances. Hence as the load factor becomes low, the efficiency is decreased considerably.

                                   For an induction machine operating near the full load it may be well acceptable to control the machine using a constant V/Hz scheme. However, this control becomes quite inefficient as the load factor reduces. In this case, the efficiency of an induction motor can be substantially improved by controlling the voltage to frequency ratio (V/Hz).

2  Constant v/hz operation at rated load
                              Normally the speed control of induction motor is done with constant V/F ratio. At the rated load condition, the required torque capability is high. Since the torque is directly proportional to the air gap flux, the rated flux is produced at that condition. 


Any change in V/F ratio for the speed control will affect the magnetic condition of the motor, which results in saturation. So the magnetization current increases and the efficiency decreases. So to maintain constant air gap flux, V/f ratio is maintained as constant.

But the above condition is well true for rated load only.            
3  Need of variable V/hz operation at light load 
The torque requirement at the light load is less. Hence the less air gap flux is more enough to satisfy this requirement. The constant V/f operation at light load condition gives excess input to the machine. So the V/f ratio is decreased at light load condition to meet just the requirement. There are also no harmful effects like magnetic saturation as like in the full load condition due to the variation of magnetic condition at light load. This leads less magnetization current and less load current than the current with constant V/F control. So the net input decreases for the same output.
                       The efficiency increment at the light load is high compared to the constant V/f operation. The amount of power saving decreases gradually, as the load increases.
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3.1 Increasing optimal V/hz ratio with incrementing load: 

As the load increases, the V/Hz ratio for the optimum operation increases gradually, since the flux requirement increases.
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4  Different combinations of (v & f) for the same operating point                                 
                             The speed and torque operating point P (T1, N1) can be obtained by the different sets of V& f. However, the optimum operation (highest efficiency) will be provided by only one set of V& f. Similarly, there is an optimal set of V& f for every speed and torque operating point.
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5  Experimental setup for determining the optimal set                         
                            Once the motor is loaded, the torque produced is fixed. So any adjustment of voltage and frequency affects the speed of the rotor. To meet the required speed, V& f are varied.

	AC Slip ring Induction Motor                          Stator –Y        415 V    7.5 A

Rotor –Y         200 V   11.0 A

3 Phase, 5 HP, 1410 rpm, ‘B’ class                 

IP22, Enclosure, Continuous duty (S1)
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             The induction motor is supplied from the alternator which is coupled to the DC shunt motor. The input frequency of the induction motor is varied by adjusting the field rheostat. The input voltage of the induction motor is controlled by adjusting the excitation voltage of the alternator. Thus the induction motor was operated in the Variable Voltage Variable Frequency mode. The induction motor is loaded with the brake drum. 
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For the speed: 1360 rpm; Torque: 7.556 Nm; Output 

power: 1076.117 W, operating points:

	Load 

current
	Line 

Voltage 
	Frequ
-ency


	V/f

ratio
	Input 

Power 
	Effic-

iency 

	4
	364
	46.8
	4.4905
	1408
	76.43

	3.8
	344
	46.9
	4.2347
	1360
	79.13

	3.72
	318
	47.2
	3.8898
	1360
	79.13

	3.68
	298
	47.3
	3.6374
	1320
	81.524

	3.65
	296
	47.4
	3.6054
	1308
	82.272

	3.8
	294
	47.4
	3.581
	1320
	81.524

	3.75
	288
	47.5
	3.5006
	1360
	79.13


6  Artificial neural network model
An artificial neural network (ANN or NN for short) is an artificial intelligence closely modeled after a human brain. Such a neural network is composed of computer-programming objects called nodes. These nodes closely correspond in both form and function to their organic counterparts, neurons. Individually, nodes are programmed to perform a simple mathematical function, or to process a small portion of data. A node has other components, called weights, which are an integral part of the neural network. Weights are variables applied to the data that each node outputs. By adjusting a weight on a node, the data output is changed, and the behavior of the neural network can be altered and controlled. By careful adjustment of weights, the network can learn. Networks learn their initial behavior by being exposed to training data. The network processes the data, and a controlling algorithm adjusts each weight to arrive at the correct or final answer(s) to the data. These algorithms or procedures are called learning algorithms.

   1. PURPOSE OF SELECTING ANN AS A TOOL:

1. Inability to form a mathematical relationship due to the nonlinearity between the inputs 

(V, F) and the outputs (T, N).

2. Limitation of practical size of look up table.

3. To perform the complicated mapping without functional relationship.

4. Fast real time operation.

5. Simple on line controlling.

6. Good generalization ability.

7  Issues in ANN based system


Generation of training data and selection of input data are very important in the ANN based system. The data are preprocessed before applying it to the network such that ANN will give equal priority to all the inputs.


Data normalization compresses the range of training data between 0 and 1. Dimensionality reduction processes prone the unwanted inputs. Selection of network structure includes the selection of the number of hidden nodes.

 Number of hidden nodes ∞ memorization property         

   Generalization property increases for less number of hidden nodes. Generalization property is used to avoid the sub optimal point.

8  Training of ANN
                 Weights are initialized at starting and the weighted sum and the output are calculated. The weights are adjusted for incorrect response.

 ∆w =η Ei xi    Ei-Error value;

 xi- input value; η- Learning rate   

        Back propagation learning method propagates the error from the output layer to the hidden layer to update the weight matrix. The relation between the input and output is highly nonlinear, tansigmoidal function is selected. Tansigmoidal function is a nonlinear activation function.

8.1  Two layer architecture of ANN model
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Tansig function receives the input and it broadcasts its output to the purelin function (pure linear) which outputs the final output of the model.

 Tansig function [image: image6.png]f(n)=
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                          The network should be trained, until it gives the target output. The back propagation training algorithm is most commonly used for feed forward neural networks. The training is automated with mat lab simulation program developed for this purpose.

                         The neural network model was trained using the mat lab nnet toolbox based on the trainbpx.m mat lab program which trains using the back propagation method. The program uses a certain number of input- output patterns. At the end of the training process, the model obtained consists of the correct weight and the bias vector. 

8.2  Algorithm for the training of ANN model
Step 1:-   Load the data in a file.

Step 2:-   Separate the input and output data.

Step 3:-   Separate the training and test data.

Step 4:- Normalize the input and output values.

Step 5:- Define the network structure.

Step6:-   Specify the hidden and output nodes.

Step 6:-   Train the network with the train data.

Step 7:-   Test the network with the test data.

Step 8:-   The results are re-normalized.
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   8.3 Model validation (network testing)
   The testing data’s are fed to the designed model   to check the accuracy. The testing samples are different from the training samples. 
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    9  Pattern generation using simulation
                        The patterns are also generated using simulation. The torque and speed are varied simultaneously with in a practical range of motor operation. The obtained weight and bias vectors from this approach are further used for the simulation of the induction motor drive system. This did further validation (testing) of the trained ANN model.

10   Conclusion
           This paper has presented an ANN based efficiency optimization scheme for induction motor at any operating point. The training data’s can be collected using the offline calculations. Back propagation algorithm is used for the training of ANN model in mat lab. The experimental results indicate that energy savings can be achieved with a very high percentage successfully with less payback period. Also the above results could be obtained without any further hardware cost if the inverter fed induction motor was already in use.
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APPENDIX

Optimal points determined experimentally for efficiency optimization process of variable speed induction motor at light load condition with variable V/F ratio:

s.no        I(Amps) Volt   frequency    v/f        input       speed   torque  output   efficiency

                                                          ratio        power    rpm     Nm         power      (%)  

1      
3.47 
288
49.7 
3.3456
1220
1420 
6.19
923.88
 75.72

2
3.3
290
46.7
3.5853
1000
1350
6.182
873.97
 87.4

3
3.25
272
45.1
3.482
940
1300
6.182
841.59
 89.53

4
4.0
380
49.2
4.4592
1340
1430
7.785
1165.79
 86.99

5
4.15
384
48.1
4.6092
1400
1400
7.785
1141.341    81.524

6
3.125
302
48.6
3.5877
1040
1410
5.953
879.00
 84.52

7
3.45
296
46.8
3.6516
1220
1350
7.3269
1035.8
 84.9

8
3.4
264
45.5
3.3499
1140
1300
7.3269
997.45
 87.496

9
3.425
272
44.0
3.5691
1120
1250
7.3269
959.09
 85.6

10
3.85
316
48.6
3.754
1440
1400
8.7
1275.59
 88.58

11
3.75
294
47.2
3.5962
1380
1350
8.7
1229.93
 89.12

12
3.3
322
50.0
3.7181
1080
1460
6.41
980.19
 90.76

13
3.35
332
48.7
3.9359
1040
1420
6.41
953.18
 91.652

14
3.55
352
47.3
4.2966
1040
1380
6.41
926.33
 89.07

15
3.35
298
46.7
3.6842
1020
1350
6.41
906.19
 88.84

16
3.45
252
46.3
3.1424
1060
1320
6.41
886.055
 83.59

17
3.45
272
45.2
3.4743
1060
1300
6.41
872.63
 82.323

18
3.62
330
48.3
3.9446
1380
1400
8.472
1242.02
 90.00

19
3.48
306
48.4
3.6502
1220
1400
6.869
1007.042    82.544

20
3.5
304
47.4
3.7028
1180
1370
6.869
985.47
 83.51

21
3.5
282
47.0
3.4641
1200
1350
6.869
971.082
 80.9235

22
3.55
340
49.6
3.9576
1280
1440
6.869
1035.83
 80.923

23
3.2
292
49.4
3.4127
1040
1425
5.953
888.355
 85.42

24
3.45
328
47.5
3.9868
1120
1380
5.953
860.3
 76.81

25
3.3
294
46.7
3.6347
1080
1350
5.953
841.586
 77.926

26
3.38
262
46.0
3.2884
1080
1320
5.953
822.88
 76.19

27
3.35
346
49.3
4.052
1140
1440
5.7241
863.179
 75.71

28
3.15
304
48.2
3.6414
1000
1400
5.7241
839.196
 83.92

29
3.15
276
47.1
3.3832
1000
1360
5.7241
817.78
 81.78

30
3.32
288
46.4
3.5836
1080
1340
5.7241
803.23
 74.3

31
3.1
298
49.7
3.4479
960
1440
5.495
828.63
 86.315

32
3.15
292
49.1
3.4335
1000
1420
5.495
817.118
 81.712

33
3.18
296
48.3
3.5382
980
1400
5.495
805.61
 82.205

34
2.95
260
47.9
3.1338
870
1380
5.495
794.1
 91.276

35
3.25
276
47.5
3.3547
992
1365
5.495
785.47
 79.18

36
3.5
328
49.4
3.8334
1260
1430
6.64
994.335
 78.915

37
3.48
328
48.3
3.9207
1200
1400
6.62
973.475
 81.123

38
3.42
296
47.9
3.5678
1152
1380
6.64
959.568
 83.296

39
3.48
312
47.2
3.8164
1168
1360
6.64
945.66
 80.96

40
3.7
334
49.8
3.8722
1440
1440
7.556
1139.4
 79.12

41
3.68
324
49.1
3.8098
1368
1420
7.556
1123.59
 82.134

42
3.68
328
48.3
3.9207
1348
1400
7.556
1107.77
 82.179

43
3.65
306
48.0
3.6806
1304
1380
7.556
1091.94
 83.738

44
3.65
296
47.4
3.6054
1308
1360
7.556
1076.117    82.272

45
3.7
312
46.5
3.8738
1320
1340
7.556
1060.292    80.325

46
3.72
304
48.1
3.649
1400
1380
7.785
1125.01
 80.036

47
3.22
320
49.5
3.7324
1028
1440
5.724
863.18
 83.967

48
3.18
304
49.0
3.5819
1000
1420
5.724
851.17
 85.117

49
3.2
280
47.8
3.382
980
1380
5.724
829.194
 84.408

50
3.2
274
48.6
3.255
980
1400
5.724
839.182
 85.631

51
3.3
276
47.3
3.3689
1032
1360
5.724
815.205 78.993

52
3.2
252
46.7
3.1155
940
1340
5.724
803.217
 85.449

53
3.98
330
49.45
3.8529
1360
1425
8.014
1195.86
 87.9312

54
3.12
292
49.75
3.3887
840
1440
5.037
759.598
 90.428

55
3.12
276
49.15
3.2421
820
1420
5.037
749.01
 91.343

56
3.18
276
47.85
3.33
820
1380
5.037
727.91
 88.77

57
4.1
304
49.6
3.5386
1360
1415
8.47
1255.32  92.3 

58         3.25      284   
 50    
3.2793 
920   
1445 
5.2662 
796.8823   86.618

59         3.15   
282      48.7       3.3432   860      1415     5.2662   780.34      90.74

60    
 3.2      252     48.75       2.9845   860      1400     5.2662   772.065    89.775
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