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Abstract: This paper presents the digital data compression of multimedia transmission system. 
Digital audio compression is a scheme, which allows efficient storage and transmission of audio data. 
The main objective of this research is to show the program in MATLAB for Moving Pictures Expert 
Group (MPEG-1) audio encoder and decoder for layer-1, which will be analyzed in future on Digital 
Signal Processing (DSP) in real time. This work is constrained to the time-consuming sections of the 
MPEG-1 Layer-1 audio standard.  
Compression is required for efficient transmission in order to send more data in the available 
bandwidth, or to send the same data in less bandwidth and more users can use it on the same 
bandwidth. It can also be used for storage purposes to compress more data and can compress for local 
storage, put details on cheaper media. It is also useful for progressive reconstruction, scalable delivery, 
browsing and as a front end to other signal processing. 
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1    Introduction 
Sound, which is a pressure difference in 
air, when picked up by a microphone and 
fed through an amplifier converts to 
voltage level. The voltage is sampled by 
computer a number of times/second. For 
CD-audio quality, we need to sample 
44100 times/second and each sample has a 
resolution of 16 bits. In stereo, this gives 
us 1.4Mbit/s and it can probably feel the 
need for compression.  

To compress audio signal, Moving 
Picture Expert Group system (MPEG) tries 
to remove the irrelevant parts of the signal 
and the redundant parts of the signal. Parts 
of the sound, which are not audible can be 
discarded. For this purpose, MPEG audio 
uses psychoacoustic principles. 

MPEG can compress to a bitstream of 
32kbit/s to 448kbit/s (Layer-1). A raw 
PCM audio bitstream is about 705kbit/s, so 
this gives a maximum compression ratio of 

about 22. Normal compression ratio is 
more like 1:6 or 1:7. Unlike video, it is 
talking about no perceivable quality loss 
here. 96kbit/s is considered transparent for 
most practical purposes. This means that it 
will not notice any difference between the 
original and the compressed signal for 
rock'n roll or popular music. For more 
demanding stuff like piano concerts and 
such others, we will require to go up to 
128kbit/s [1]. 

 
 

2     Signal compression 
Signal compression is a process that 
decrease amount of data in order in to it’s 
storage or transmission. The compression 
efficiency is given by so-called 
compression ratio kP : 
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where 0K is the original data amount 
and kK is the data amount after 
compression. „Data amount“ term relates to 
„ bit rate“ term if compressed signal is 
about to be transmited. High compression 
ratio causes low bit rate needed for 
transmission of the same information in the 
same time-in other words, high kP  is 
associated with strong reduction of the bit 
(transfer) rate. 

Compression techniques can be 
separated into two groups according to 
principle of their operation- lossless 
compression and lossy compression. 
Backup of the computer programs and data 
is the best-know utilization of the lossless 
compression algorithms. In this case every 
loss of information causes the crash. These 
algorithms remove certain redundancy 
algorithms from the compressed data and 
they generally have low compression ratio 

kP [4]. These algorithms are used rarely for 
the audio compression [21].  

So-called lossy algorithms have 
generally much higher ratio kP but at the 
expense of loss of the information portion. 
Only these algorithms are efficient for the 
effective audio compression. Loss of data 
portion is not harmful because the audio 
signal has redundancy and irrelevancy 
whose omission dose not changes the 
whole subjective perception . 

Great number of the compression 
techniques based on pieces of knowledge 
about perception has been designed which 
reach high kP ratio with selectable 
subjective degradation of the signal 
quality. They are suitable for the digital 
television and sound broadcasting (e.g. all- 
European TV system DVB- digital Video 
Broadcasting), ISDN videoconferencing, 
Internet and data storage on media of DVD 
type (Digital Versatile Disc) or MD type 
(Minidisk) 

 
 

3   Lossy compression 

In 1948 Shannon introduced the source 
theory where accuracy of signal source 
representation is the main criteria [16]. Bit 
rate – information amount necessary for 
representation of the signal characteristics 
– depends on the distortion that it allow for 
their transmission, i.e. the accuracy that it 
want to use for the signal source 
specification. Well- known equation holds 
for information capacity of the ideal 
frequency limited channel [16]: 

 
C = W 2log  (1 + P/N)     [bit/s]   (2) 

 
Where P is the maximum input signal 

power, W is the bandwidth, and N is the 
power of additive white Gaussian noise.  

Information amount R that is generated 
by the signal source can be written using 
equation corresponding to the equation (2): 

 
R = W log 2 (S/N)    [bit/s]   
only for the big S/N   (3) 

 
It holds in case of the white Gaussian 

noise with the limited frequency band with 
width W and power S. In this case N 
means the estimation error-distortion. It 
represents a certain level of root means 
error between the signal {x(t)} and the 

signal estimation {
∧
x (t)} reconstructed in 

terms of the {x(t)} related data supplied by 
the bit rate R: 
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D is used instead N in the modern 

information theory as symbol for the 
average distortion. Then the equation can 
be written  

 
R (D) = W log 2 ( S/D )     [ bit/s ]    
only for the big S/D              (5) 

                   
Problems with utilization of this equation 
appear in the cases of: 
 
1) Signal is not Guassian  
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2) Distortion dose not depend only on 

the difference {x (t)} – {
∧
x  (t)} Distortion 

is specified by function different from the 
difference square function  
3) Spectral density of the signal is not 
constant  

 
Second and third case is interesting for 

us. They show that it can choose function 
different from the root mean error function 
for determination of signal distortion and it 
can reach lower bit rate that can be used 
for signal source specification. In the case 
of sound, pieces of knowledge of 
psychoacoustics can be used for error 
determination. 

 
 

4  Psychoacoustics  
    Utilization of psychoacoustics 

knowledge has fundamental meaning for 
the lossy coding. Psychoacoustics is the 
scientific branch, which deals with 
research of human hearing. It studies 
principle of hearing, time frequency 
characteristics of ear, energetic viewpoints 
(threshold in quite and threshold of pain) 
and final interpretation depend on used 
measuring practising perception tests 
whose procedure and final interpretation 
depends on used measuring method. 
Measuring methods differ in 
psychoacoustics problem types[10].  

 
Often used methods are:  
• Setting method – tested person 
sets e.g. level of pure tone as this tone is 
audible  
• Cueing method – tested person 
determines whether tone level increases or 
decreases  
• Yes – No method – tested person 
decides whether relevant signal is audible 
or not  

        
 

5   Hearing Area 

The hearing area is a plane in which 
audible sound can be displayed. The 
normal form of the hearing area is usually 
plotted in as frequency logarithmic scale 
on the X-axis and sound pressure level in 
dB linear scale on Y-axis.  

The actual hearing area limits, that, hold 
for pure tones in steady state condition, lies 
between the thresholds in quit and the 
threshold of pain [10]. The components of 
music encompass a larger distribution in 
the hearing area are shown in figure by 
hatching. The high level border which 
known as the limit of damage risk that’s 
very important in everyday life: reached at 
quite high sound pressure at very low 
frequencies is also indicated in the figure 
by the thin dotted line. area between 
threshold in quiet and threshold of pain. 
Also indicated are the areas encompassed 
by music and speech, and the limit of 
damage    risk. 

 
 

6 MATLAB Computing of the sound 
pressure level  
    The more powerful version was chosen 
for the determination of the sound pressure 
level in program in MATLAB. In relevant 
equation a maximum is found from all 
spectral lines in each subband and one 
pressure level gives by scalefactors. In 
fact, it means two loops, first is making a 
searching through spectral lines in each 
subband, second is searching just through 
subbands comparing to an appropriate 
pressure level and maximum from first 
loop. 

In this section of program, only one 
loop is possible to see. It is just first step 
from both. second is comparing at the end 
of the psychoacoustic model, which is 
given together with calculating  SNR 
(signal-to-noise ratio). It is more powerful 
as one loop is spared. 

 
 

7   Calculation  of the signal-to-
mask ratio 
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According to the MPEG-1 standard, the 
signal-to-mask ratio for each sub band is 
given by 

 
]dB[)()()( min nLTnLnSMR sbsb −=    

(6) 
 
and the mean, which is computed for 

every sub band n. 
 
 

8    SMR Calculation in  MATLAB 
This part of the program computes SMR 

in accordance with equation (6).  
 

 
                 
 Fig. 1:  SMR for tested signal 
 
The curve on Fig. 1 shows the SMR in 

all sub bands. The SMR is used to 
determine the number of bits in each sub 
band. It is clear that in lower sub bands, 
more bits are transmitted than in higher 
ones. This depends on the input signal, 
which had six tones in the low-frequency 
spectrum  

 
9  Bit Allocation 
Under the MPEG-1 standard, each iterative 
procedure for calculating the bit-allocation 
vector per data frame requires several 
steps: first, calculating the minimal mask-

to-noise ratio (MNR) for all sub bands, 
then selecting and updating the next 
quantization level for the sub band with the 
minimal MNR, then computing the new 
MNR of the specific sub band, and finally, 
updating the remaining bit count available 
for allocation. 

Before adjusting to a fixed bit rate, two 
things must be determined: the number of 
bits available for coding and the scale 
factors. This number can be obtained by 
subtracting the following from the total 
number of bits cb available for one frame:  

- The number of bits needed for the 
header bhdr (32 bits), 

- The CRC check word bcrc, if it is 
used (16 bits), 

- The bit allocation bbal, 
- …And the number of bits required 

for ancillary data banc. 
 
 

10   Conclusion 
Taking the standard 12cm audio CD as an 
example, the digital output data rate from a 
20kHz stereo CD is 1,411,200 bits/second.  
In terms of storage space, it would take 
650MByte to store one hour of CD 
playtime and 1.5MHz of circuit bandwidth 
to carry that digital signal.  Except within a 
studio environment the implementation of 
this and similar 16bit linear PCM format 
are deemed excessive and expensive. 
Digital audio data compression or bit rate 
reduction, as it is sometimes known, can 
reduce this data rate and hence the storage 
and transmission demands by a factor of 
between four and twelve.  This has a 
number of distinct advantages. For 
example, a combination of direct dial 
digital telephone lines (ISDN or SW56) 
and data compression offers broadcasters 
and other professional audio facilities alike 
an extremely economical and time saving 
means of networking high quality audio in 
real time. Additionally, it would be 
impossible without the application of some 
form of data compression to adapt certain 
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digital storage media (such as floppy disks) 
for use in digital audio cart machines. 
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