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Abstract: - In this article, we discuss the implementation of an Interactive Intelligent Decision System with 
emphasis on the multi-agent module. The system uses techniques of Distributed Artificial Intelligence, more 
specifically it adopts the cognitive multi-agent systems approach, requiring rule-based programming and 
human/computer interaction. The multi-agents were implemented using Java. Other purposes of this paper are: 
i) discuss how information obtained from users and from the market is dynamically processed and stored on a 
database, making all the process very adaptive; ii) show how to use the previous knowledge of economic 
analysts and how to represent this knowledge using frames and Common Lisp; iii) discuss the application of a 
combination of Neural Networks and Fuzzy Logic to predict the evolution of stock prices of Brazilian 
companies traded on the São Paulo Stock Exchange; iv) present the obtained results. The network indicates if a 
trader would have to keep, sell or buy a stock using a combination of information extracted from balance sheets 
(released every three months) and market indicators. The results show that the network combining the previous 
knowledge of the economic analyst and other economic indicators can deliver good results depending on the 
quality of the available data.  
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1 Introduction 
This work presents the implementation of an 
Interactive Intelligent Decision System (IIDS) with 
emphasis on the multi-agent module. The system 
architecture was based on the architecture of  
JATLite [8]. The system uses techniques of 
Distributed Artificial Intelligence, more 
specifically it adopts the cognitive multi-agent 
systems approach, requiring rule-based 
programming and human/computer interaction. As 
appointed by Bittencourt [2], applets and server 
applications bring some performance problems so 
the solution is the adoption of Servlets [15]. With 
Servlets, the Java program runs on the server 
machine, and the result is sent to the user via web-
browser. Only the result of the rule-firing process is 
showed to the user, resulting in a very light system. 

Figure 1 shows the system configuration. The 
system has a web interface through which users 
will provide information about their investment 
goals, available amount of money and their 

personal characteristics. A module that was built 
using frames and Jess/Protégé [18] creates a user 
profile based on this information. The Java 
Controller organizes and inserts these profiles on a 
database. The module Frames is also able to reach 
new conclusions gathering information from the 
user profile. However, in order to prepare the user 
portfolio the system has to acquire additional 
information from the market. The module Multi-
agents is responsible for searching this external 
information and storing it in the database. 

This paper presents the technical details of the 
integration between JESS (Frames), Principal 
Component Analysis, Fuzzy Neural Networks, 
Multi-Agent (Internet), Java Servlet codes, all used 
in the implementation of the proposed IIDS. 

One possible way to obtain a high level profile 
of an investor is the use of frames to model and 
evaluate the previous knowledge gathered by the 
specialist about the investor. In this paper we use 
this previous knowledge to extract several basic 
knowledge about the investor’s profile. We also 
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use a database to record all the extracted 
knowledge. 

Since we inevitably will obtain too many 
variables, we also use operators from the widely 
utilized methods from statistic analysis, in 
particular Principal Component Analysis (PCA) in 
order to reduce the number of variables. After this 
step the resulting PCA components are used to train 
a Fuzzy Neural Network, see (figure 1) and [1,8]. 
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Results 

 
Figure 1: System Components 

(Implementation Model) 
 
2 Java Controller/User (Browser) 
The Java controller is used to enter personal user 
data and specific questions about his investments, 
income and main goals. This information will be 
stored in a database after being processed by the 
Frame module. 
  
3 Frames  
In the field of AI “Frame” refers to a special form 
of representing stereotyped concepts and situations. 
Attached to each frame there are different types of 
information. Some of this information is about how 
to use the frame. Some are about what we can 
expect if the information contained in the frame is 
confirmed. Other is about what to do if what we 
expect about the frames is not confirmed. 

The basic structure of a frame is: 
Title: name of the object represented by the 

frame. 
Properties: features or attributes that describe 

an object. They can be static or dynamic. 
Values: each property has a “slot” for the input 

of a specific value (Boolean, numerical or 

alphanumeric). The properties and its values form a 
list of declaration of the type object-attribute-value 
that represent an object. 

Class: a value that is a name of other related 
object. 

We use frames in our case because the previous 
knowledge obtained by an economist analyst is 
very frequently a stereotyped object and varies very 
little. 

 
Personal
Information 
 
Age: 36 
Marital state: 
Married 
House: yes 
Car: yes 

Investment
Goals 
 
Capital 
Preservation: yes 
Profit Level: 
medium 
Investment time: 
long 

Figure 2: Examples of frames representing the 
Investor Profile 

 
Frames were created by Minski [10] for 

recognizing automatically stereotyped objects. The 
problem tackled by frames is the same tackled by 
semantic networks. The problem that they try to 
solve is the problem of concept formation. Concept 
formation is directly linked to the problem of 
decision-making and information. As appointed by  
Suppes [14], if we examine the structure of 
decision theory we find that there is no place for 
the formation of new concepts by the decision-
maker. The important thing we want to emphasize 
is that the theory of the decision-maker provides no 
place for the decision-maker to acquire new 
concepts on the basis of new information received. 
The theory is static in the sense that it is assumed 
that the decision-maker has a fixed conceptual 
apparatus available to him through out the time. 

Frames and semantics networks fit perfectly the 
theory of the decision-maker. The concepts that 
define the objects are completely formal. The 
problem for the frames is to identify these objects, 
what means completely define them. The human 
being normally identifies the objects, excepts when 
they are new for them. But, they are capable of 
learning about them.  The use of automatic means 
of forming concepts i.e. identifying objects is a 
extremely complicated problem. Minsky used to 
say that his frustration was not being capable to 
distinguish a dog from a cat. Frames do not permit 
to do so. 

Frames work well in a micro world. A micro 
world is exactly what we have to tackle in this 
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paper. Using frames to define an investor and 
enterprise profiles is perfectly appropriated.  We 
consider that the world of investors and enterprises 
is fixed, static. Once we define them in terms of 
frames, our problem is to put them in the memory 
of the machine and from that in a database.  Since 
all the frames have a label, recover them from 
memory or a database is not a difficulty matter. 

Since we do not have an open world we don't 
have to distinguish a cat from a dog, for example. 

There are, it seems to us, two important ways in 
which concept formation enter in the making of 
actual decisions. The first kind of modification in 
the decision structure, which may be introduced by 
concept formation, is a relatively straightforward 
refinement, or at least a modification of the initial 
partition of possible states of a micro-world by the 
consideration of additional concepts.  The 
consideration of these additional concepts is almost 
always brought about by the reception of a cue or 
stimulus resulting from a new observation, for 
example, an investor with attributes that are not 
expected. The essential thing however in this kind 
of modification is that the concepts newly 
introduced are already a part of the conceptual 
apparatus of the decision-maker.  

The second way in which the concept formation 
modifies the decision structure is the genuine case 
of concept formation properly. In this instance the 
decision-maker actually forms a concept he did not 
previously have in his repertory. But in our case 
this actually does not happen. 

Taking in consideration this argumentation we 
consider the use of frames adequate to the problem 
we have in hand here. 

4 Economic Indicators by using 
previous knowledge of economic 
analysts 
After choosing the sector (from Frames) we 
selected which economic indicators would be used 
as input to the fuzzy-neural network. The database 
has 52 economic indicators generated automatically 
from the balance sheets of the companies traded on 
the São Paulo stock market. The database also has 
indicators such as Brazilian inflation rate, reference 
interest rate, exchange rate, etc. So we decided to 
reduce this number in order to speed up the training 
process. In order to select the economic indicators 
we used the PCA. This selection would result from 
a statistical analysis of the database, therefore 
creating an automatic system from scratch. 

5 Utilizing PCA in Case Study  
This approach used the PCA to select the economic 
indicators that reduced to ten the number of 
indicators. This method transforms a set of 
correlated variables to a new set of uncorrelated 
variables. The PCA [8,17] finds components that 
are close to the original variables but arranged in 
decreasing order of variance. In order to illustrate 
the method, consider XT = [X1, X2 ,... ,Xp] a p-
dimensional random variable with mean µ a 
covariance matrix Σ. PCA transforms XT in YT = 
[Y1,Y2, ...,Yp] where each Yj is a linear combination 
of the X’s, so that  

Yj = a1jX1 + a2jX2 + … + apjXp 

After applying PCA to the data, we identified ten 
components. These ten components retained almost 
65% of the total variance of the sample as is 
indicated in the Figure 3. The PCA was applied to 
data from twenty companies from the textile sector, 
which has twenty-eight companies. These twenty 
were the companies that have more consistent data. 

 
Figure 3. PCA results 

6 Fuzzy-Neural Model 
The fuzzy-neural model used is a feed-forward 
architecture with five layers of neurons as indicated 
in the Introduction section. It maps a fuzzy system 
[13] to a neural network [3,5,6] that will simulate 
the inference process executed in the fuzzy system. 
The first layer of the fuzzy neural system receives 
input values and feeds them to the second level, so 
it has ten inputs. The second layer determines the 
degree of membership of each variable to the fuzzy 
sets to which it belongs. The third layer represents 
the fuzzy rules that will combine the input variables 
using rules of the type if-then. In the next layer, 
each node will represent one fuzzy set from the 
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consequent elements of the rules, the output 
variables. The last layer executes the process of 
defuzzification, yielding an exact value for each 
output variable. Several tests were realized to find 
the best architecture and the resulting numbers of 
neurons in each layer are 9 or 10, depending on the 
number of inputs, 3, 20, 3 and 3. The three outputs 
are: keep, buy and sell.  

7 Results, Training and Testing of 
Fuzzy Neural Networks  
In order to train the network, we divided the data 
into two sets, one training set and one test (recall) 
set. It is important to notice that the problem has 
two characteristics. First it behaves like a temporal 
series, since we have data, collected every trimester 
since 1986, from balance sheets of 28 companies. 
Second we want to classify companies into three 
groups: keep, buy and sell companies. Taking into 
account these characteristics, at the beginning of 
the training process, we separated the data into 35 
trimesters to training and the last 8 to testing. Some 
trimesters were left out because not all data were 
available. 

In order to check if the network was producing 
correct answers the target was defined according to 
following criteria. Whenever the stock price 
increased more than 5% from one trimester to 
another, the network had to indicate a buy option at 
the beginning of this trimester. If the price went 
down the same percentage then the answer had to 
be sell. A stable price indicated that the stock had 
to be kept. 

The goal of the research is to produce a 
network that will give an indication of the best 
option until the next balance is released in three 
months time. After this period the network is 
retrained including the new released data. 
Retraining of the network is not a problem due to 
the tree month interval in between samples. 
Another test made was to check if the network was 
able to give meaningful answers two trimesters in 
advance. 

We used a windowing like system [13]. At first 
a window of 35 trimesters with a step of one 
trimester was moved through the data. So the 
network was trained using the first 35 trimesters, 
after that an evaluation of the results and the 
window moved to the right one trimester after a 
retraining. This process went through the next four 
trimesters. 

One interesting outcome of the training process 
was the possibility of using a window with fewer 
trimesters. A window of 14 trimesters gave the 

same performance, with the additional advantage of 
reducing the training time. This reduction shows 
that economic information older than three and half 
years was not relevant to our solution. This may be 
due to the very unstable situation of the Brazilian 
economy in the last two decades. It would be 
interesting to test on data from other countries. 

The data set was composed of data from 20 
textile companies spawning a period 43 trimesters. 
Some companies were left out on purpose so that a 
test on companies not trained could be performed 
later. The percentage of each target in the data set 
is shown in Table 2. Each line shows the number of 
targets at each trimester window. It should be noted 
that the figures for the three targets are not evenly 
distributed and this will show up at the network 
performance as it will be showed later. Remember 
that we are using real data extracted from balance 
sheets of companies listed at São Paulo stock 
market and they show the state of the economy 
during the period considered. First, it is important 
to note that buy targets are more frequent, showing 
that companies were growing most of the time. 
Another characteristic is the low frequency of the 
keep targets showing few periods of stability. 
Window 

last 
trim. 

Buy  
 

Buy 
% 

Sell   Sell 
% 

Keep Keep 
% 

Total

35o 
(06/96) 160 59,3 79 29,3 31 11,5 270 

36o 
(09/96) 148 54,2 91 33,3 34 12,5 273 

37o 

 (12/96) 141 51,5 97 35,4 36 13,1 274 

38o 
(03/97) 134 48,7 103 37,5 38 13,8 275 

39o 
(06/97) 120 43,5 113 40,9 43 15,6 276 

Table 2.Percentage of targets at each training stage.  
 
Table 3 shows the results obtained by the 

network generated from the Principal Component 
Analysis and this will be referenced as PCA 
network. The last column (Not Class) is the 
percentage of not classified inputs. These numbers 
were obtained after testing the 20 companies during 
5 trimesters. Note that the PCA network obtained 
good results. Another contribution to these results 
may be due to the fact that the PCA method takes 
into account all economic indicators when creating 
the linear combination. Table 3 shows that the 
results for the buy and sell targets were reasonable. 
As for the keep target the networks did not perform 
well due to the low percentage of samples of this 
kind at the beginning of the considered period. 
Partial results showed that when only the last two 
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time windows were considered, this percentage is 
higher and the performance improves. 

 
Prediction (%) Total Buy Sell Keep Not 

Class 
Last trained 
trimester 

100 100 100 100 0 

One trimester 
ahead 

75.0 77.4 77.5 58.3 6.1 

Two trimesters 
ahead 

53.6 72.7 59.5 31.2 2.0 

Table 3. Average prediction capabilities of the PCA 
network. 

 

8 Multi-agents, Internet e Database 

The proposed IIDS is a multi-agent system based 
on the MATHEMA model [2], and the 
implementation of the agent society is based on 
JESS, to support the rule-based reasoning of the 
agents. These tools were chosen because they are 
public domain and because they are written in Java, 
what guarantee the portability of the system and 
make it easy the interface implementation, a critical 
component to any tutoring system. 

The architecture of the multi-agents 
module is shown in the Figure 4. This design is 
based on the characterists of JATLite [8]. This 
architecture fits the requirements of the 
implementation model presented in the Figure 1. 
On a daily basis the specialist agents scan the 
Internet in order to obtain economic information 
such as: the stock price of a number of companies, 
volume of transactions at the stock exchange, 
currency prices, inflation rates etc. These numbers 
are sent to the router agent, responsible to transfer 
them to the main agent that stores all information 
on a database. Every two weeks the main agent 
analyses the stock prices of a determined period in 
order to infer a tendency. This same agent, based 
on the tendency calculates weights for each 
company in order to indicate a portfolio for the 
client..            
 
                
 
 
 
          
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 4: Multi-agent Architecture   

9 Conclusions 
In this paper we presented the implementation of an 
Interactive Intelligent Decision System with 
emphasis on the multi-agent module, which is 
based on the MATHEMA model. The proposed 
solution require the implementation of a cognitive 
multi-agent system with rule-based reasoning and 
interface capabilities. These capabilities were 
provided by JESS, JATLite (Java) and Servlets 
tools. With respect to these tools, we can say that 
the proposed system is independent from the 
platform, but depends on a Servlet capable web-
server. 

The introduction of the JESS and Servlets 
allows the model to became interactive and 
dynamic, so a user can obtain answers through a 
browser. The introduction of the concept of 
previous knowledge and frames in this case study 
shows that it is possible to build an environment 
where the investor and company profiles are 
generated semi-automatically. It is also possible to 
create automatically the investor portfolio. Frames 
can contribute to find the best allocation of 
investment. 

This study gave rise to important points 
regarding the suitability of applying fuzzy neural 
networks for long-term prediction about stock 
prices using indicators from fundamentalist 
analysis. First, it indicated that it is possible to 
expect good performance, especially after the 
observation that their results were considerably 
improved by the incorporation of data that have the 
numbers of targets evenly distributed. The second 
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one is that, it is rather implausible to expect that the 
networks could provide acceptable predictions of 
two semesters in advance. Nevertheless, this point 
is under consideration and further investigations 
are under way. 

Another point is that the experiments showed 
that the network performance was not reduced 
when the window of time was reduced drastically, 
indicating that old information lost significance as 
the economic factors changes. 

The network presented similar results when 
trained and not trained companies are considered 
showing capacity of generalization, as shown in 
[1]. 

The concepts of Previous Knowledge, frames, 
Multi-Agent and Jess with Servlets were introduced 
in order to improve the results of the completed 
model. Information from internet and users is 
stored on frames and is used to generate a profile of 
users. 
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