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Abstract: This paper presents a model of Neuro-Fuzzy classification, which its conception is inspired from the labeled 
classification using Neural Networks. This last aims to improve the classification performances and to accelerate the 
training of the used classifier. It is based on the addition of a set of labels to all training examples.  Tests will be then 
carried out with each of these labels to classify a new example. The advantage of this approach is the simplicity of its 
implementation, which does not require modification of the training algorithm. The proposed model is based on the 
use of this method with the NFC (Neuro Fuzzy Classifier). To appreciate its performances, tests are carried out on the 
Iris and human thigh data basis by the NFC with and without labels. 
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1 Introduction  
Neural Networks are successfully used in several 
applications of the Pattern Recognition as regard to 
their big capacities of learning, generalizing and 
parallel computing. But among their disadvantage is 
the slowness of their learning. Thus, the labeled 
classification aims essentially to accelerate this phase. 
In addition to the simplicity of its implementation, this 
method is adaptable with different approach of 
acceleration and stabilization such as the adjustment of 
the training rate [1] [2] and the momentum [3] in the 
case of the MLP (i.e. Multi Layered Perceptron).  The 
application of the labeled classification with the MLP 
permits to exploit its properties and to compensate its 
inconveniences [4] as it is showed on the table 1: 
   

 
Table 1:  Proprieties of labelled classification using 
the MLP 
                                                                     

Based on works [4][5] that describe the Labeled 
Classification using ANN: The MLP and the 
RVFLNN (Random Vector Functional Link Neural 
Network) [6][7], a new model of the labeled 
classification based on the use of the NFC [8] [9] is 
proposed. The goal is to exploit and improve 
proprieties of the Neuro-Fuzzy systems. In fact, these 
systems allow, not only, to combine advantages of the 
ANN and of FIS (i.e. Fuzzy Inference system), but 
also, to compensate their inconveniences as indicate in 
table 2: 

 Advantages Disadvantage 

ANN 

Self-adaptation 

Capacity of 
generalisation 

Parallel computing 

Black box 

Lack of 
initialisation 
techniques  

FIS Possibility to use a 
prior knowledge  

Lack of training 
techniques 

 

Table 2:  Advantages and disadvantages of ANN and 
FIS 
 
 

Exploited        
proprieties 

Compensates 
inconvenient 

Its output can be 
considered as posterior 
probability  

Fastness classification 

Local minima 

 

Slowness of training 
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2 Neuro-Fuzzy Classifier 
 
2.1 Architecture  
The NFC (Neuro-Fuzzy Classifier) [8] [9] has a 
Neuro-Fuzzy architecture predisposed to be used in the 
applications of the pattern recognition. The NFC 
presents the advantage to use a priori knowledge to 
initialize its parameters allowing it to begin the 
training of an initialization point not far away from the 
optimal one [9]. Moreover, parameters gotten after the 
training can be transformed in a structure based on the 
fuzzy if-then rules. Fig. 1 illustrates the Neuro - Fuzzy 
Classifier. This last is composed of three layers 
permitting to establish a classification system based on 
the fuzzy rules.   
 

 

 

 

 

 

 

 

 

In the first layer, every neuron corresponds to a 
linguistic term. Its outputs have the form: 
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Where µAj is the membership function of Aj and xn is 
the nth input. We use Gaussian function, so µAj has the 
following form: 
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Where cAj and aAj are the parameters corresponding to 
Aj 

Neurons of the second layer send the product of the 
incoming signals. For example, the output of the first 
neuron has the form: 

)()( 21111 xxy BA µµ ∗=  

Every neuron of the third layer corresponds to a class. 
The output of the kth neuron is: 
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Where h(.) is the sigmoid function. 
 
2.2 Training 
We use the gradient descent method to adjust the NFC 
parameters [10]. The adaptation task is to minimize the 
total sum-squared error E between the classifier 
outputs and the target outputs. E is defined over all (Q) 
training examples and all (K) outputs values as: 
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The adaptation expressions of the weight wmk at the 
iteration (r+1) is: 
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3.  The labeled classification 
The labeled classification is destined to improve 
performances of the classifiers. It essentially based on 
the fact that the training is faster when classes are 
linearly separable. Its application is based on the 
addition of an additional feature (labels) for all 
training examples without modification of the training 
algorithm [4] [5]. Each class Ci corresponds to a label 
Li. Then, every new example will be classified 
according to the following decision rule: 
 

X∈  Ci  if  Eri(X) =min {Er1(X), Er2(X), … ErK(X)}, 
 
Where Eri is the sum-squared error between the target 
output T(i) (t1 t2 …tK) corresponding to the class Ci and 
the classifier output Z(i) (z1 z2 …zK)  using the label Li. Ei 
is defined as: 
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The procedure of the labelled classification is shown 
on fig. 2 : 
 
 
 
 

Fig.1 : Neuro-Fuzzy Classifier  
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4 The LNFC (Labeled Neuro-fuzzy 
Classifier) 
 
4.1 Architecture 
Based on the use of the labelled classification with the 
NFC, we proposed a new model of Neuro-Fuzzy 
classification. Its conception aims to exploit and 
improve proprieties of the NFC. The use of LNFC 
leads to replace rules of the form: 

If x1  is A1  and x2  is B1  then X ∈Ck 

By rules of the form: 

If x1  is A1  and x2  is B1  and x3 is L1 then X ∈Ck 

Or by rules : 

If x1 is ‘small’ and x2 is ‘big’ and its label is L1 then 
this example belongs to Ck 

The first step of the proposed method consists in 
adding labels to all training examples. Therefore, to 
add a neuron to the first layer and K neurons at the 
second (K is the number of classes). Every neuron 
added to the second layer corresponds to a 
membership function. 

Fig. 3 shows an example of LNFC with two input 
variables (x1 x2) and two output variables (z1 z2). Every 
input is represented by two linguistic variables: A1 and 
A2 are the linguistic variables characterized by the 
membership functions µA1 and µA2; B1 and B2 are 
characterized by µB1 and µB2; L1 and L2 are 
respectively the corresponding labels to the C1 and  C2 
and that are characterized by µL1 and µL2.  

We choose the membership functions of labels to be 
Gaussian with labels as centres. Then, µL1 has the 
following form: 
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Where Li is the label and aL1 is the parameter 
corresponding to Li 
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Fig. 2: Scheme of Labeled Classification 

Fig. 3 : LNFC, Labeled Neuro-Fuzzy Classiffier 
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Premises of rules sent by the third layer are: 

y1 = µA1(x1) . µB1(x2) . µL1(x3) 

y2 = µA1(x1) . µB1(x2) . µL2(x3) 

… 

y8 = µA2(x1) . µB2(x2) . µL3(x3) 

 
4.2 effect of labels  
The premises of Fuzzy rule established by the third 
layer are affected by the membership functions of 
labels, rather than by the labels themselves (fig. 4). 
That is to say, contrary to the case of the ANN when 
the choice of labels values directly influences the 
classification performances.  

 

 

 

 

 

 

 

 

 

 

 

 
5 Iris data basis classification 
To appreciate the performances of the proposed 
system, tests are carried out on the Iris data basis by 
the NFC with and without labels. In both cases, we 
used three linguistic variables: Small, Medium and Big 
(fig.5). The results obtained on the whole of all 
examples, without adjustment of the membership 
functions, show that the labeled training reduces the 
iteration number from 13 to 7; on the other hand, the 
classification rate which is equal to 97,33 % remains 
unchanged. 
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Fig. 4: Effect of labels membership functions.  
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Fig. 5: Membership functions of Iris 
data basis features.   
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6 human thigh data basis classification 
The image of fig. 6 is acquired by cryosection color 
photography. This image is put under format tiff. It has 
a size of 670*415 pixels. A manual classification was 
made by an expert and four component were identified 
(grease, bone, marrow and muscle). Each one of these 
component corresponds to a class and each class is 
represented by a file of 300 pixels. The sample 
obtained consists of 1200 pixels, 300 pixels of each 
class. The addition of components X and Y (to locate 
geometrical position of a pixel and to take account of 
its vicinity) improves the classification performances  
[11]. 

 

 

 

 

 

 

 

 

Tests done on the data basis of the human thigh 
without and with labels are illustrated on fig. 7. In the 
both cases we used three linguistic variables: Small, 
Means, Big. 

 

 

 

 

 

 

 

 

 

 

Using a cross validation of order 4, the gotten results 
are given on table 3:  

 

Labeled classification 
Classification 

without 
labels µLi(Li)=1 

µLi(Lj)=0.8 

µLi(Li)=1 

µLi(Lj)=0.85 

µLi(Li)=1 

µLi(Lj)=0.9 

 

Rate Iter. Rate Iter. Rate Iter. Rate Iter. 

Data-
set 1 

99.67 7 100 8 100 5 100 6 

Data-
set 2 

100 4 100 3 100 3 100 2 

Data-
set 3 

99.67 2 99.67 2 99.67 1 99.67 1 

Data-
set 4 

92.33 48 93 44 93 36 93 37 

Mean 97.92 15.25 98.17 14.25 98.17 11.25 98.17 11.50 

 

 

7 Conclusion 
Ours investigation works shows that the classification 
performances depend intensely on the used training 
strategy. Thus, the conception of the proposed model 
allows to exploit the properties of the Neuro-Fuzzy 
Systems and to improve their performances by using 
the labelled classification. This latter makes it possible 
that the LNFC give satisfying results without 
adjustments of the membership functions parameters.      
 
The experimental results carried out on the Iris and 
human thigh data basis with the Neuro-Fuzyy 
Classifier are satisfactory. Moreover, the choice of the 
labels is made less critical compared to the case of the 
ANN. In prospects, we plan to generalize this 
approach with other classification systems and others 
types of data.  
 

 
 

  

Fig. 6: Image of human thigh creyosection    

Table 3: Results of Iris data set classification using 3 
labels membership functions  

Fig. 7: Evolution of the classification rate during 
the training: 

(a) : Without labels 
(b) : Labelled classification 
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