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Abstract 
This paper describes a new GA-clustering 

algorithm for image segmentation. We combine the 
classical fuzzy c-means algorithm (FCM) with a 
genetic algorithm, and we modify the distance 
function in FCM for taking into account the spatial 
information and the color of a pixel. Image 
segmentation is treated as an unsupervised 
classification which is optimised by a genetic 
algorithm. The idea is to choose several 
configurations of initial centres and ton code 
chromosomes by the membership degrees of pixels to 
the clusters. The new proposed distance yield uniform 
regions while respecting the quality of segmentation. 
 
Key words: Genetic Algorithms, Classification, 
Fuzzy C means, Segmentation. 
 
1. Introduction 

     Image segmentation is an important step in image  
analysis and pattern recognition. It is the first essential 
step in low level  vision. Segmentation is a process of 
partitioning an image into some non-intersecting 
regions such that each region is homogeneous, but the 
union of any two adjacent regions is not [1] [2] [3] 
[4]. It is applied in a variety of domains. The choice of 
segmentation technique depends widely on  images 
and domain application  

Image segmentation can be seen as an unsupervised 
classification problem. It supposes that it is possible 
to group in one cluster pixels belonging to one same 
region. We suppose therefore that: 

- All pixels belonging to a region are affected 
to only one cluster. 

- Pixels belonging to a cluster can form several 
and no adjacent regions in the image. 

  

Several algorithms have been proposed based on 
clustering methods such as hard c-means (HCM) and 
fuzzy c-means (FCM) [5]. In this paper, we propose a 
genetic algorithm whose initial population is the 
different choices of initial centres, which converges 
toward a better solution in spite of the initial choice of 
centres.  
 The application of GAs ( genetic algorithms) to 
the problem resolution requires coding the  potential 
solution under bit strings to form chromosomes, 
optimising a fitness function and finally defining 
genetic operators. 
 In this work,  the problem to solve is to find the 
best classification of pixels. Since there is no direct 
path toward the solution, we use the GAs to avoid the 
locally optimal solution in favor to the global one.  
 Another problem comes from the fact that, in its 
standard use, the resulting regions are not spatially 
continuous, due to the fact that only the color or gray 
level uniformity is cheeked [6]. Therefore we propose 
a modified distance  to ensure spatially continuous 
regions after segmentation. 
 This paper is organized as follows. In sections 2, 
we introduce the main ideas of fuzzy C-means 
algorithm. In section 3, the proposed method is 
described. Section 4 will be dedicated to the 
application of the proposed method to monochromatic 
and color images. Experimental results are discussed.  
Finally, Conclusion and perspectives of our work are 
suggested.  
 
2. Classifications with FCM 

     Fuzzy C-Means algorithm [5] can be formulated as 
follows:  
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dik is the Euclidian  distance between  pixel k and the  
cluster center  i                                       
Under the constraints: 
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 n is the total number of feature vectors (pixels) 
and c is the number of cluster centers.  m>1 is used to 
adjust the weighting effect of the membership value; 
large m will increase the fuzziness of the function 
causing feature vectors with low membership to 
contribute less. U is the fuzzy partition matrix, which 
contains the membership of each feature vector to 
each cluster. The cluster center matrix is V, such that 
V= {v1, v2, v3, ……vc}, where each vi is a cluster 

center of s features, vi
sℜ∈ . X is the matrix of feature 

vectors, where X ={x1, x2, x3,……xn}, xi
sℜ∈ . 

 
The cluster center vi can be obtained from the 
following: 
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The fuzzy membership matrix U can be obtained from 
the following: 
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 The cluster center matrix, V is randomly initialised 
and the fuzzy partition matrix, U is created by using 
(5) for all feature vectors. The stopping condition is 
set to beε . 
 
Fuzzy c-Means Algorithm 
 
Step-1 Initialise the cluster center matrix,    V by using 
a random number generator, and record the cluster 
centers, set l=0. 
Step-2 Initialise the fuzzy partition matrix, U (l=0) with 
(5) and (6).  
Step-3 Increment l=l+1. Compute V by using (4). 
Step-4 Compute U (l) by using function (5) and (6). 

Step-5 If  | U (l)-U (l-1 ) | <ε then stop, else repeat 

Step-3 to Step-5. 
 
3.  Fuzzy-Genetic Classification Algorithm 

     In order to avoid the local minimum, and then to 
lead the image toward a natural segmentation, we 

propose a fuzzy-genetic classification algorithm. 
Before presenting our algorithm, we are going to 
define the initial population, the fitness function and 
the genetic operators used here. 
 
Population 
     At the difference with [7] [8] [9] that proposed to 
code every individual by c cluster centers, we propose 
to code chromosomes by the membership degrees of 
pixels to clusters. That is, a chromosome is divided 
into n cases (n is the number of pixels), and every 
case will be divided into c cases (c is the number of 
clusters). 
Because we work with membership degrees, a 
chromosome is coded with values∈  [0,1].  
 We choose to work with the membership degrees 
instead the cluster centres to avoid the exchange of all 
information at time. Using membership degrees the 
parents exchange between them a portion but not the 
totality of all centres. Adjusting each cluster centre 
every generation minimizes the number of generations 
needed. 
  
 Fitness function 
The considered fitness function is:  
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Selection 
     The selection consists in choosing the best 
chromosomes that maximize the selective function. In 
our case we select the better between 2 randomly 
chosen individuals to construct the first parent; this 
process will be repeated with the 2 news chosen 
competitors among the remainder of the population to 
construct the other parent. This two selected 
individuals are used during the operation of crossover. 
 
 Crossover  

- Let Rc be the crossover rate, 
- Generate a random number Nc, 
- If (Rc > Nc) then 

-choose randomly two crossover points z1 z2 
with (zi modulo c) =0. (c is the cluster 
number) to ensure the exchange of all 
membership degrees of a pixel and therefore 

to respect the constraint  ∑
=

=
c

j
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- apply crossover. 
 
 Mutation   

- Let Rm  be the mutation rate, 
- Generate a random number Nm, 
- If (Rm> Nm) then 

- choose randomly a mutation point z with (z 
modulo c)=0. (c is the clusters number), 
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- choose randomly a  ∈[0-val (z)…1-val (z)], 
val (z)  is the membership degree indexed by 
z,  
- put val (z)=val (z) +a, 

- In order to respect the constraints (2) and (3), 
we propose to modify the remaining 
membership degrees as follows: 

 
            val (z+1) = val (z+1) - a / (c-1), 
            val (z+2) = val (z+2) - a / (c-1), 
                . 
                . 
            val (z+c-1) = val (z+c-1)- a / (c-1). 
 
The modified distance 
 
 The modified distance used is given by: 

{ }
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So that:   
xk, yk are respectively the position and intensity of the 
pixel k. 
vxi, is the coordinate of the cluster center i calculated 
as:  
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vyi is the intensity of the cluster center i calculated as 
(4). 
D is the Euclidean distance between the pixel and the 
cluster center positions. 
 
The proposed algorithm 
 
E0: choose several initial center configurations; 
 
E1: initialize the population of P size using (5) and (6) 

(Fuzzification);  
 
E2: for i = 0, i <G (G the number of generations) 

- calculate the fitness function (J2 ) for every 
individual, 
- select the (P/2) pair individuals, 
 
- apply crossover and mutation operators on 
this population. 
 
-  create a new generation of P size 
composed of P/2 children lately engendered, 
as well as the best P/2 individuals of the 
previous generation. 

 
E3: choose the best chromosome that maximize the 

fitness function of all generations, 

 
-  calculate clusters centers using (4), 
- affect every pixel to the nearest center 
(defuzzification). 

 
4. Experimental results 
  The proposed method has been applied on  grey 
level and color images of Fig.1, Fig.2 and Fig.3. 
Results are obtained with a crossover rate equal to 0.7, 
mutation rate is 0.05 and the degree of fuzziness m set 
to 2. 
 The MRI image of Fig. 1 has been segmented with 
a number of population P=10 and a total generations 
G=40. the number of clusters C is set to 3 which 
correspond to segmenting the image into three normal 
tissues. The color image of Fig.2 has been segmented 
with a number of clusters C=4 and a total of 
generations G=30. Because the image of Fig.3 is 
complex, including shadows and highlights, we use a 
number of clusters c=8 and a total generations 
G=1000.  
 We can notice a few change of values of all 
centres and not only one center  because 
chromosomes interchange membership degrees 
instead of the values of the centres. Thus, the best 
chromosome of the previous generation and the one of 
the current generation differs by their membership 
degrees, what gives theoretically different centres 
according to (2) and (4). 
 The major drawback of the GAs and the 
classification methods is the execution time. In our 
case, the time is proportional to the size of population, 
the size of the image, the size of the feature vectors 
and the number of clusters. As it is mentioned in [7], 
this kind of algorithms consume more time to 
compute the fitness function.  
 
5. Conclusion 

     Clustering techniques are widely used for 
segmentation. However, these techniques suffer from 
some limitations. In fact, there are a number of 
problems with these approaches such as cluster centre 
initialisation, existence of local minima, and the 
selection of several parameters.  To overcome these 
shortcomings,  We have presented a new image 
segmentation algorithm with classification pixels 
according to their intensity and position. A new 
distance is used in fuzzy C-means algorithm. To 
ovoid the local minima, we start our segmentation 
process with several center configurations. These 
configurations represent the population that must 
make evolve a GAs. This last, if it is well coded, turns 
up near the path of the optimal solution instead to 
follow initially a path of the locally optimal solution. 
We have proposed to code chromosomes with 
membership degrees instead of clusters centers, so 
operators of crossover and mutation affect slightly the 
current solution toward an optimal solution.  
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The proposed method confirm that genetic guided 
clustering algorithms provide reliable image 
segmentation results. However, further studies are 
necessary for a compromise between computational 
time and best possible segmentation results. Future 
work include to study the cluster relations ( clouds of 
points) for each segmentation problem, more relevant 
segmentation measures and image noise. 
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Fig 1. Results of  MRI image  C = 3 
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Fig 3. Results with C=8 
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Fig 2. Results with C=4 
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