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Abstract - Probabilistic model building genetic algorithms (PMBGA) are powerful search techniques that are used suc-
cessfully to solve hard computational problems. We exploit the natural bridge island concept in the Parallel PMBGA 
context. Bridge Island is an island that all the best elements arriving from evolving islands have to pass before its migra-
tion to other islands occurs. Some ways of best elements selection to migrate and also some ways of merging informa-
tion between the migrating element and the receiver element will be tested. The main objective is to compare the rela-
tive performance between distributed PBIL and isolated PBIL. The parallel models that will be used are the master-slave 
topology, island model and coarse-grained. 
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1 Introduction 

Genetic algorithms (GA) are stochastic 
search algorithms based on the Darwin’s 
theories of how the species adapt to envi-
ronment. Genetic algorithms [1, 2] use se-
lection, crossover and mutation to simulate 
the way nature evolves, as a model of 
evolving a population of solutions, giving 
more chances to the fittest individuals to 
survive and pass his genetic code to a fur-
ther generation. The PMBGA is a new type 
of algorithm based on genetic algorithms. 
In this kind of algorithm it is not necessary 
to maintain the population; the algorithm 
tries to use some statistical information of 
the best individuals in the population to 
evolve and generate a new individuals. 
Many PMBGA exist, as can be seen in the 
survey of PMBGA [3], and one of the earli-

est works was the PBIL [4], which will be 
used in this paper.  
Trying to use parallel computation (or dis-
tributed in a network of computers) is an 
opportunity to use a new kind of divide and 
conquer algorithm and a way to efficiently 
use computer resources. The field of paral-
lel genetic algorithms is a very dynamic 
field as is referred in the Survey of Erick 
Cantú-Paz [5]. This paper presents a new 
approach to parallel the PBIL; the results 
can be extrapolated to some other types of 
PBMGA algorithms. The results obtained 
from [8, 9] using a parallel version of the 
PBIL are a motivation to this work. 
The bridge island will be an island which 
that all the best solutions incoming from 
evolving islands have to pass before going 
to other islands. Some ways of selecting 
and merging information will be tested. The 
bridge island strategy will be compared 
with an isolate standard PBIL. The parallel 
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implementation will use the coarse-grained 
island model. 

 

2 PBIL – A quick introduction 

The PBIL [4,8] is one of the earliest 
PMBGA [3]. The PMBGA uses an explicit 
translation of some proprieties of the best 
individuals of the population into a prob-
ability vector. This vector will be used to 
generate new candidates in opposing to 
GAs that use the entire population. A gen-
eral PMBGA [3] can be organized as fol-
lows: 

1. Generate initial population of size M 
2. Select N promising solutions where 

N<=M 
3. Calculate joint probability distribu-

tion of selected individuals 
4. Generate offspring according to the 

calculated probability distribution 
and replace parent 

5. Go to step 2 until termination crite-
rion is satisfied. 

The PBIL uses this algorithm but uses the 
Univariate Model – it does not consider any 
dependency among variables, it considers 
building blocks of order one. 

The PBIL algorithm used in this paper 
can be organized as follows: 

1. Initialize probability vector 
p={p1, p2,…, pn}, with 0.5 at each 
position. Each variable represents 
probability of value ‘1’ (in binary 
codification) being present in the 
same position of the child chro-
mosomes. 

2. Sample M>>0 individuals accord-
ing to probabilities in P and 
evaluate them. 

3. Update probability vector accord-
ing to fittest individuals 
S={s1,s2,…sn}  
using the following rule: 

pi =pi× (1-LR)+si×LR 

4. Update probability vector away1 
from the worst individuals 

                                                           
1 Similar idea from the original 

B={b1,b2,…bn}  
using the following rule: 

If bi=0 pi =pi× (1-NLR) + 
NLR×1 

If bi=1 pi =pi× (1-NLR) + 
NLR×0 

5. If mutation condition did pass, 
mutate Probability vector using 
the  
following rule: 

pi =pi× (1-MS)+random(0 or 1) 
×MS, where MS is the amount 
to affect the probability vector 

6. To maintain some diversity in the 
generation of new solutions the 
values of pi are restrict to pi >0.01 
and pi <0.99  

7. Go to Step 2 until termination cri-
terion is satisfied. 

 More about the PBIL can be found in 
[4,8]. 
 

3. Distributed PBIL proposed 

We can see multiple-deme parallel genetic 
algorithms as a set of isolated demes organ-
ized in a certain topology, where each deme 
– or island in this paper– can choose a 
number of chromosomes to migrate to other 
demes with a certain migration frequency. 
In the island model, the individuals can 
migrate to any other deme. Like the multi-
ple-deme parallel genetic algorithms there 
will be various PBIL algorithms working 
independently of each other with its prob-
abilistic vector P. In the case of PBIL the 
probabilistic vector expresses some infor-
mation of the best past solutions of the 
deme population. It will be this information 
that will migrate to other demes trying to 
influence them. 

In the dynamic topology the elements are 
not restricted to migrate to a fixed number 
of demes, but instead we can have some 
rules to choose which will migrate to 
where. In the work of Lin et al. [6] they 
measure the distance between population 
genotypes to help the decision-making and 
in the work of Marin, Trelles-Salazar, and 
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Sandoval [7], they gather the best solutions 
of all demes and choose the best individuals 
found so far and broadcast them to the 
slaves’ demes. The main difference is that 
in this paper we focus on new ways to use 
the bridge island in the context of PBIL. 

 

 
Fig. 1. Bridge Island model 

3.1 Selecting Information 

In the Distributed version of the PBIL 
(DPBIL) we will have one deme working 
with an isolated population that will be 
affected from time to time by the migration 
of other elements migrating from other 
islands. 
The bridge model is like the master-slave 
architecture, but in this model the master 
will have a dynamic new role in the evolu-
tion of the entire population. We can view 
the bridge island as a place to select who 
will migrate to where, we will use four 
strategies:  

• Diversity Island (D) - The prob-
abilistic vector to migrate to a 
particular island is the most dif-
ferent element in the sub-
population of the bridge  
island, comparing to the prob-
abilistic vector in the destination 
island. We will use the distance 
between elements to evaluate the 
difference; 

• Randomly(R) – The selection 
choice is made randomly, with-
out using any criterion; 

• Tournament Island (T) –The 
element received from an island 
will compete in a tournament to 
be able to go to another island, 
the tournament begins only when 

the players arrive at the bridge 
island. The element allowed to 
travel to a new island is chosen 
like the tournament selection op-
erator in the genetic algorithms – 
choose two random elements and 
the best can migrate to a new is-
land. The evaluation of the prob-
abilistic vector is the evaluation 
of the best most recent chromo-
some – in the last generation – 
that the probabilistic vector had 
generated; 

• Proportional selection (P) – 
Another way is to give more 
chances to the best ones to mi-
grate using its evaluation to 
know what will be the  
probability of success of a par-
ticular vector.  

3.2 Merging Information 

There will be many possible ways to influ-
ence the deme probabilistic vectors after the 
migration had occurred: 

• Simple learning (SL) – Uses a 
parameter – migration learning – 
that can transfer part of the in-
formation of the migrating prob-
abilistic vector to the probabilis-
tic vector of the island. 

(1) 
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• Heavy learning (HL) – the mi-
gration learning parameter will 
be defined between the relative 
forces of each probabilistic vec-
tor. The force is obtained by 
each evaluation of the best 
chromosome from the last gen-
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• 1-point crossover (C1). – We 
will use the crossover operator 
between the migrating probabil-
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istic vector and the probabilistic 
vector of the island (of course 
other ways exist). This last op-
erator is the same as the cross-
over operator in a GA. In this 
paper only the one-point cross-
over operator will be used; 

• Heavy 1-point crossover 
(H1C) – The probabilistic in-
formation that will contribute 
more is the probabilistic vector 
that has the best chromosome 
associated. The percentage that 
each probabilistic vector con-
tributes to the crossover depends 
on the relative weight of each 
probabilistic vector (evaluation 
of the best chromosome2) – the 
same idea as the heavy learning. 

 

4. Problem 

This paper addresses one problem that is a 
deception problem – Trap Function. We 
have a trap function that has the global 
maximum in center of the domain. We will 
increase the difficulty of the problem, de-
creasing the influence of the main triangle 
(with the perc_D parameter). The influence 
of central triangle will be tested with values 
very small like 0,1% of the search space. 

 

 
Fig. 2. Evaluation Function 

 
We have some parameters that will 
characterize the functions: 

 
• Gmax is the value of global maxi-

mum 

                                                           
2 Maybe the best is to use as evaluation of 

the Probabilistic vector the average 
evaluations of the chromosomes that were 
used to construct the probabilistic vector. 

• Lmax is the value of local maxi-
mum (the biggest) 

• Perc_D is the Percentage of influ-
ence of the triangle with maximum 
in the domain 

• L is the  dimension of the 
chromosome (solution) 

• D is the major x=2L allowed of the 
function 

• N is the  number of low tri-
angles 

 
Lmax[i]= Lmax/(1+0.01×(i-1)), i=number 
of the local maximum counting from the 
center 1 (more near the central) to N/2. 
The codification of the solution uses the 
gray code, to be easier to the algorithm to 
evolve. 
 

5 Results 

 The parameters used in the experiences are 
showed in the following tables. In table 1 
we show the parameters used in the isolated 
algorithm and in the distributed algorithm. 
In table 2 we have the parameters of func-
tion to be used. 
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Table 1 Parameters used  

in the experiences 
 Iso-

lated 
PBIL 

DPBIL 

Population  
(in each island) 

800 200 

Number of generations 60 60 
Number of best solutions 
selected 

2 2 

Learning Rate 0.1 0.1 
Number of worst solu-
tions selected 

1 1 

Negative Learning Rate 0.075 0.075 
Probability of mutation 0.02 0.02 
Mutating shifted 0.05 0.05 
Migration rate - 16,6%  
Migration Learning - 0.1 
 
  

Table 2 Function parameters 
L(dimension of chromosome) 200 
Global maximum 7 
N 4 
Local maximum[1] 6 
Local maximum[2] 5.94 
D 2200 

 
We will test the function with Perc_D 
changing from 0.1% to 0.005%. All the 
cases tested had 20 restarts to enable some 
statistical analysis. We will show the aver-
age best results and number of times that 
the best evaluation was best than 6, ob-
tained for all combinations of selection and 
merging information applied to the problem 
with the decreasing of influence of the ma-
jor triangle in the domain of the problem.  
Next we will show the graphics related with 
table 3 
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Fig. 3. Evolution of Number of Best Evalua-

tions >6  
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Fig. 4. Evolution of Average of Best 
Evaluations 

 

Table 3 Average of best evaluation 
Perc_D 0.1% 0.05% 0.01% 0.005% 

Sel/Merg Average Average Average Average 

R_SL 6.69 6.94 6.51 6.52
R_HL 6.70 6.85 6.54 6.44
R_C1 6.94 6.74 6.45 6.37

R_H1C 6.70 6.77 6.55 6.27
D_SL 6.85 6.70 6.71 6.31
D_HL 6.85 6.64 6.56 6.56
D_C1 6.80 6.80 6.64 6.52

D_H1C 6.98 6.67 6.43 6.70
T_SL 6.80 6.74 6.49 6.56
T_HL 6.80 6.69 6.57 6.34
T_C1 6.75 6.59 6.72 6.58

T_H1C 6.85 6.73 6.56 6.33
P_SL 6.85 6.60 6.58 6.57
P_HL 6.80 6.80 6.58 6.20
P_C1 6.79 6.65 6.73 6.65

P_H1C 6.70 6.55 6.61 6.38
Average 6.80 6.72 6.58 6.46
Isolated 
Islands

7 7 6.74 6.59

As we can observe in the Figure 3 and 4 
that the performance of DPBIL is worst 
than the isolated counterpart in less diffi-
cult problem but we can see by the evolu-
tion curve that the tendency is to approach 
the results of both strategies as the problem 
becomes harder. The effect of a Distributed 
PBIL seems - in this problem - that can not 
pass the positive effects of a large popula-
tion, but seems that is a valid option when 
we have distributed computational power 
available. We can not conclude, as we can 
see in tables 3 and 4, what of the proposed 
forms of selecting information and merging 
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information are the best, the results do not 
allow that kind of conclusions. But we can 
see in Table 4 – average all best results 
form all the problems – that in this problem 
the diversity selection and the 1-point 
crossover were the best options. 
 

 Table 4 - Average all best results form all the 
problems 

Type of selec-
tion 

Type of Merg-
ing 

R 6.626 SL 6.649 
D 6.669 HL 6.619 
T 6.631 C1 6.670 
P 6.626 H1C 6.611 

 

6 Conclusions 

We presented various forms of selecting 
information and merging information be-
tween PBIL algorithms. This work was an 
effort to solve the problem of finding dy-
namic topologies that allow the mixing of 
probabilistic vectors. We can see that, in 
the case of the PBIL, for particular prob-
lem, it is possible to obtain good results 
using the distributed typology. In the future 
we can try to find better ways of merging 
information more related with the probabil-
istic vector that is the heart of the algo-
rithm. One way to reduce the problem of 
being trapped into local optima is using the 
proposed topology. It is still necessary 
more work to completely validate this way 
of distributing a PBIL. 
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