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Abstract: - A system of rules was developed to join disconnected clusters based on the location of the defects 
for semiconductor defect inspection. The clusters are evaluated on a pair-wise basis using the rules and are 
joined or not joined based on a threshold. The system continuously re-evaluates the clusters under 
consideration as the rules change with each joining action. The technique to measure the features and the 
methods to improve the system speed are developed. The technique proved very effective in field tests for 
semiconductor inspection applications. 
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1   Introduction 
In semiconductor assemblies, the visual inspection 
process of wafer surfaces depends on manual review 
by human experts. The decision instability of an 
inspector can be quite large against various defect 
classes, and inspectors rely on different features and 
strategies [1].  

A key component of clustering techniques that 
step beyond common proximity-based clustering 
methods has been discussed [2], which utilizes a 
gravitational force analogy to connect clusters 
together. Feature classification techniques benefit 
today from many years of research performed on 
different domains such as life science, medicine, 
astronomy, earth science and engineering [3].  

Choosing many features to be sure that all the 
information is encoded may be a neither efficient 
nor correct strategy, because even the most 
significant feature may contain noise. By integrating 
redundant features, the total amount of noise 
increases, while significant information saturates. 
This phenomenon is referred to as curse of 
dimensionality problem [4]. Several filters are 
available to reduce the amount of noise. Their choice 
and parameters need to be selected. General filtering 
approaches exist, such as median and Gaussian 
filters, anisotropic diffusion filters [5] and 
morphological filters [6], but better performance 
may be obtained if the information is preserved by 
reducing the nature of the noise. Another alternative 
to avoid the curse of dimensionality problem is to 
vary the relative weight of the features according to 
an estimation of their reliability.  

Two categories of the methods to perform 
clustering of a digital image are defined: spatially 
constrained and unconstrained clustering techniques. 
The first group performs clustering in the image 

coordinate domain. Well-known techniques are region 
growing [7], split and merge [8] and pyramidal 
approaches [9]. The second group performs clustering 
directly in the feature space domain. There are simple 
thresholding techniques [10] and well-known 
partitional clustering procedures such as ISODATA 
[11,12] and fuzzy algorithms [13].  

However, engineering an efficient clustering 
procedure for a specific application remains a 
complex task. It requires the attentive analysis of 
several issues. In this paper, we discuss the major 
issues that we have taken into account in our work and 
that should be carefully evaluated whenever a feature 
classification problem needs to be solved. Clusters are 
evaluated on a pair-wise basis using rules and are 
joined or not joined based on a threshold. The system 
continuously re-evaluates the clusters under 
consideration as rules change with each joining action. 
Examples are shown using semiconductor products 
obtained from manufacturers. The superior clustering 
method offered through rule-based systems enables 
more accurate feature measurements and process 
characterization for the classification process. 
 
 
2   Diagnostic Rule 
 
2.1 Clustering Algorithm 
According to the diagnostic rule, the visual error data 
or defective images should be grouped in areas with 
uniform visual features. This is the hypothesis for 
which a multi-feature clustering technique is applied 
to group homogeneous classes of the error elements of 
the input data. Several multi-feature classification 
techniques are available in the literature. The 
partitional clustering algorithms described in the form 
of ISODATA [11,12] were adopted in this study. 
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Flexibility is an important characteristic for our 
approach because it is necessary to combine both 
local and global analyses of the input data to emulate 
the principles of perceptual organization. The 
clustering algorithm adopted in this work is as 
follows: 
 
2.1.1 Initialization procedure 
Choose arbitrary initial estimates of the cluster 
representatives )0(jC  with Mj .,,.........1= . 

Repeat until no change in jC 's occurs between two 
successive iterations or a maximum number of 
iterations is performed. 
 
2.1.2 Association step of the algorithm 
The first issue is the definition of a distance measure 
between a feature point, p , and a cluster 
representative C . 

It is proposed to adopt proximity measure, the 
distance defined by the weighted sum of distances: 
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Here, ),( CpD r
 is a normalized linear combination 

of T  distance measures, ),( CpD r
. Each of these 

measures with real values between zero and one 
describes the distance for a specific group of 
features. The weighting coefficients iW  are 
responsible for associating an absolute weight for 
each group of features contributing to the final 
distance, ),( CpD r

. The weights values are real 
values between zero and one. Equation (1) is a 
distance measure generalized for an arbitrary 
number T  of groups of features. In our experiments, 
we have limited this number to four groups, 
described as the low-level chip out, scratch, 
metallization and bridging. Thus, in our 
experiments, Equation (1) becomes: 
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where the distances for each group of features are 
normalized to real values of [ ]1.,,.........0  according 
to the following expression; for example the distance 
for chip out is given as  
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Similarly for scratch, metallization and bridging.  
 

Association Step: 
For all the input data points Ipk ∈

r
 with 

Pk ,,.........1= . 
->Determine the closest representative, say jC  

for kpr . 
->Determine the mean distance to all the 
representatives, D . 
If the distance between jC  and kpr  is close to 

D , 
Then kpr  is a new cluster representative. 
M is increased of 1. 
Label kl  of kpr  is set to M. 
Else set label kl  of kpr  to j . 

End For 
 
2.1.3 Update step of the algorithm 
The result of the association step is that each feature 
point ipr  in I  is now associated to a label jl  

corresponding to one of the cluster representatives jC  
with Mj ,........,1= . If we represent in the image 
coordinate system the label values associated to each 
feature point, we obtain a )( WH ×  matrix O  of 
labels. This representation puts in correspondence 
each pixel of the input image with the most similar 
cluster. The main role of the update step is to use the 
label information to update the feature properties of 
each cluster. This is obtained in computing the mean 
properties of all the points belonging to the same 
cluster. The result of this update is that each cluster 

jC  is associated to a new feature vector. Each 
element of this feature vector is computed as the mean 
value of the corresponding element in the feature 
vectors ipr  associated to jC . 

The update of the input feature points is 
computationally expensive. Moreover, new similarity 
relationships are generated between feature points and 
existing clusters that need new iterations to find stable 
convergences. For these reasons, it is important to 
update the feature values only when it is known that 
they are not correctly defined. In our experiments, the 
update is performed first at the beginning of the 
clustering. A second update is performed after the 
convergence to a stable classification has been 
obtained to verify the consistence of the updated 
features. 
 
Update Step: 
For all defined jC with Mj .,,.........1= , 
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->Update jC  according to the feature properties 
of the data points labeled with j . 

End For 
 
2.2 Similarity Rule or Similarity Level 
The role of the diagnostic level is to group the pixels 
of the input error image into M perceptually uniform 
clusters jC . This is achieved through diagnostic 
rules that perform a low-level analysis of the input 
data. Each cluster jC  can be represented in the 

image coordinate system as a region jR . The role of 

the similarity level is to combine the regions jR  into 
objects according to what are defined as similarity 
rules in analogy with the clinical language. 

The context of similarity rules is different from 
the context of diagnostic rules. The P  pixels of the 
error image are grouped in a number PM <<  of 
regions. This representation offers two important 
advantages. 

The regions defined by the diagnostic level are 
important supports to be used in the computation of 
features. More accurate models can be used to 
reduce the probability of generating artificial 
features. Moreover, the neighborhood relationship 
between regions provides a new tool for measuring 
the border similarity (contrast) between them. 

Similarity rules are applied to regions and not to 
pixels as the diagnostic rules. Even if a large number 
of descriptors are used to characterize the visual 
properties of regions, the relationship ( M << P ) 
guarantees a low computational analysis, i.e., 
reduction in the amount of data to be evaluated. 
 
 
 

3. Results 
The diagnostic rule performs the decomposition of 
images into separate objects. After the objects have 
been constructed, they are handled as independent 
entities. Geometric features, such as area and width, 
can be computed. Then the objects of interest can be 
selected by means of their positions or computed 
features. The selection criteria can be combined 
incrementally. The desired objects selected can be 
listed and inquired about their geometric 
characteristics, and sorted using the values of the 
geometric features. 

The rule that determines what constitutes an object 
is simply the grouping of neighboring pixels of the 
same gray level range using the clustering algorithm. 
Fig. 1 shows the actual real data used in our 
experiments. In image processing parlance, 
thresholding followed by connected components 
labeling is used. 

A two-step process is applied. First, the gray level 
images are decomposed into homogenous 
light/medium/dark areas by using the double 
thresholding technique: the values below the lower 
threshold belong to the black class; the values above 
the upper threshold belong to the white class. The 
remaining pixels belong to the neutral class. 

Fig. 2 shows the clustering results of the visual 
error image generated from Fig. 1 using the proposed 
clustering algorithm. The thresholds can be adaptive, 
i.e. they can be defined pixel-wise rather than 
remaining constant over the whole image. In this case, 
the local threshold values must be provided as user-
defined images. One possible way to prepare suitable 
threshold images is to take a reference image and add 
tolerance margins to it. 
 

 
 

 
 (a) (b) (c) 

 

Fig. 1. Real data used for experiments (a) reference image, (b) test image, and (c) visual error data or image 
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Fig. 2. Clustered image contains chip out, 
metallization, and bridging defects  
 
 
 
 

After pixel classification using diagnostic rules, 
the objects are built by grouping neighboring pixels 
of the same class. The objects belonging to the 
black/neutral/white classes can be built or not, 
depending on the needs. The objects may have 
holes. Pixels can touch each other along an edge or 
by a corner. Pixels touching by an edge are 
considered neighbors, if one speaks of 4-
connectedness. Pixels touching by a corner are also 
considered neighbors, if one speaks of 8-
connectedness. 
 
 
4. Conclusions 
We have shown the applicability of rule-based 
clustering to the problem of connecting clustered 
defects in semiconductor inspection. We have 
presented the background of the rule-based 
clustering and how it pertains to our solution. Due to 
the nature of our problem, we require pair-wise rule 
evaluation and feature measurement that can be 
computationally expensive. We have discussed 
techniques to improve the method, and showed 
clustering results demonstrating the ability of our 
system to connect clusters. While no single 
clustering method can satisfy every human observer, 
these results show the effectiveness of our system in 
joining disconnected clusters. The technique proved 
very effective in field tests for semiconductor 
inspection applications.  
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