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M ÉXICO

Abstract: - This paper addresses the visual servoing problem of a robot–pendulum in fixed–camera configu-
ration. We present two new visual position controllers supported by a rigorous analysis of local asymptotic
stability in agreement with the Lyapunov’s direct method and the LaSalle’s invariance principle. The pro-
posed controllers belong to the family of Transpose Jacobian-based schemes. We also present the experi-
mental evaluation of three visual servo controllers on a direct–drive robot–pendulum.
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1 Introduction

Visual Information is a useful robotic sensor since
it mimics the human sense of vision and allows for
noncontact measurement of the environment. Ma-
chine vision can provide closed–loop position con-
trol for a robot end-effector, this is referred to as
visual servoing. This term was first introduced by
Hill and Park [1] in 1979 to distinguish their experi-
ments when the system alternated between picture
taking and moving [2].

Visual servoing is the use of the visual informa-
tion in the feedback loop to control the end-effector
either relative to a target object. Visual servoing
represents an attractive solution to position control
of robots manipulators [3] [4].

This paper addresses the visual positioning pro-
blem when the object is static. We present for
the fixed-camera configuration two new vision con-

trollers to deliver bounded control actions belong-
ing to the Transpose Jacobian-based family, philo-
sophy first introduced by Takegaki and Arimoto [5]
to solve the regulation problem in Cartesian space.
The new control schemes are supported by a rigo-
rous proof, this is, it is proved that visual position-
ing control errors converge asymptotically to zero
in local sense.

Although the main contribution of the work are
the proposed controllers with their corresponding
stability proof, the paper also includes the experi-
mental evaluation of three visual servo controllers
belonging to the Transpose Jacobian–based family
on a direct–drive robot–pendulum.

This paper is organized as follows. Section 2
presents the robot dynamics. In Section 3 is in-
cluded the problem formulation and its stability
proof. Section 4 describes the experimental set-up.
The experimental results are presented in Section
5. Finally, we offer some conclusions in Section 6.



2 Robotic system model

The robotic system considered in this paper is com-
posed by a direct–drive robot–pendulum and a vi-
sion system including a fixed camera as depicted in
Figure 1.

Figure 1: Robotic system

2.1 Robot kinematics

Kinematics describe the analytic relation between
the joint positions and the robot end-effector pos-
ture [6].

Direct kinematics is a vectorial function that re-
late joint coordinates with Cartesian coordinates

f : IRn→IRm

where n is the number of degrees of freedom, and
m represents the dimension of the Cartesian coor-
dinate frame.

The direct kinematics gives the position xR ∈
IR2 of end-effector with respect to the robot coordi-
nate frame (xR3 = 0)in terms of the joint positions:

xR = f(q). (1)

The so-called analytical Jacobian matrix J(q) ∈
IRn×2 of the robot is defined from direct kinematics
as

JA(q) =
∂f(q)

∂q
. (2)

2.2 Robot dynamics

Derivation of the dynamic model of a robot ma-
nipulator plays an important role for simulation of
motion, analysis of manipulator structures, and de-
sign of control algorithms. Dynamic equation of a
n degrees of freedom robot in absence of friction or
other disturbances, in agreement with the Euler-
Lagrange methodology [7], is given for

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ (3)

where q is the n× 1 vector of joint displacements,
q̇ is the n×1 vector of joint velocities, τ is the n×1
vector of applied torques, M(q) is the n × n sym-
metric positive definite manipulator inertia matrix,
C(q, q̇) is the n×n matrix of centripetal and Corio-
lis torques, and g(q) is the n× 1 vector of gravita-
tional torques.

The equation of dynamic model (3) is very com-
plex, however exists fundamental properties [8]
that can used to design new control algorithms.

2.3 Vision system model

The goal of a machine vision system is to create
a model of the real world from images. A ma-
chine vision system recovers useful information
about a scene from its two-dimensional projections.
Since images are two-dimensional projections of the
three-dimensional world. This recovery requires
the inversion of a many-to-one mapping [9].

Vision system model relate the coordinates of the
ΣR robot manipulator frame with the coordinates
of the ΣD computer screen frame in pixels. This
model define a set of right-hand Cartesian frames.

Let ΣR = {R1, R2, R3} be a Cartesian frame at-
tached to the robot base. Where the axes R1 and
R2 represent the robot workspace.

A TV camera (CCD type) has a ΣC =
{C1, C2, C3} Cartesian frame, whose origin is atta-
ched at the intersection of the optical axis with res-
pect the geometric center of ΣC . The description
of a point in the camera frame is denoted by xC .
The position of the camera frame with respect to
ΣR is denoted by oC = [oC1 , oC2 , oC3 ]

T . It is assu-
med that the camera frame possesses a rotation θ
around axis R3.

The acquired scene is projected on the CCD,
which has a reference frame denoted by ΣI =
{I1, I2}, whose origin is attached at the geometric
center of the CCD. The axes I1 and I2 are paral-
lel with respect to the axes C1 and C2 respectively.



To obtain the coordinates of the image at the plane
CCD a perspective transformation is required.

Finally the image of the scene on the CCD is
digitalized and transferred to the computer memo-
ry and displayed on the computer screen. We de-
fine a new two dimensional computer image coordi-
nated frame ΣD = {u, v}, whose origin is attached
at the upper left corner of the computer screen.
Therefore the fixed-camera vision system model is
given by:

[
u
v

]
=

[−αu 0
0 αv

](
λ

λ − oC3

R(θ)T

[[
xR1(q)
xR2(q)

]
−
[

oC1

oC2

]])
(4)

R(θ) =
[

cos θ − sin θ
sin θ cos θ

]
(5)

where αu > 0, αv > 0 are the scale factors in pi-
xels/m, R(θ) ∈ SO(2) is the rotation matrix which
represents the orientation of the camera with res-
pect to the world frame ΣR, and λ > 0 is the focal
length of the camera.

The vision system model presented consider the
next hypothesis:

1. The axis R3 of the robot frame is parallel with
respect to the axis C3 of the camera frame
(C3‖R3). Furthermore the planes R1−R2 and
C1−C2 are also parallels (R1−R2‖C1−C2) and
exists a rotation θ around the axis R3 by de-
note the orientation between both coordinated
frames.

2. The plane CCD is orthogonal to the optical
axis, therefore the planes C1 − C2 and I1 − I2

are parallels (C1 − C2‖I1 − I2).

3. The camera possesses a perfect aligned optical
system and free of optical aberrations, there-
fore the optical axis intersects at the geo-
metric center of the plane CCD.

3 Control problem formulation

The control problem using visual information for
the fixed-camera configuration can be defined as

to move the robot end-effector in such a way that
reaches the desired object visually captured by the
camera in its working space [10].

Since that in the fixed-camera configuration the
vision system includes whole panoramic scenes of
robot workspace, thus is possible locate the robot
end-effector as well as the target. In a image-based
system the robot task is specified in the image plane
in terms of image features corresponding to ob-
servable point rigidly attached to the robot end-
effector. It is assumed that the target resides in the
plane R1 − R2, depicted in Figure 1. Let [ud vd]T

the description with respect to the computer image
frame ΣD.

The control problem in visual servoing consists
in to design a control law τ in such a way that
the image feature [u v]T corresponding to the end-
effector reaches the desired image feature [ud vd]T

of the target.
The image feature error is defined as

[
ũ
ṽ

]
=
[

ud − u
vd − v

]
(6)

therefore, the control aim is to assure that limt→∞
[ũ(t) ṽ(t)]T = 0 ∈ IR2, at least for initial condi-
tions [ũ(0) ṽ(0)]T and q̇(0) sufficiently small [3].

The control problem is solvable if exists a joint
motion qd(t) ∈ IR2 such that

[
ud

vd

]
=

[−αu 0
0 αv

](
λ

λ − oC3

R(θ)T

[[
xR1(qd)
xR2(qd)

]
−
[

oC1

oC2

]])
. (7)

To solve the visual position control problem, we
present the following controllers:

τ 1 = JT
A (q)R(θ)Kp arctan

(
Λ
[

ũ
ṽ

])
− Kv arctan (Λq̇)

+ g(q), (8)

τ 2 = f (Kp, ũ, ṽ) − Kvq̇ + g(q), (9)

where Kp represents the IRn× IRn diagonal matrix
of proportional gains, Kv represents the IRn × IRn

diagonal matrix of derivative gains, and Λ is a IRn×



IRn diagonal matrix.

f(Kp, ũ, ṽ) =




f1(Kp, ũ, ṽ)
...

fn(Kp, ũ, ṽ)




fi(Kp, ũ, ṽ) =




fp(tanh)i if |fp(sinh)i| ≥ σ+
i

fp(sinh)i if |fp(sinh)i| < σ+
i

for all i = 1, 2, ..., n and




fp(tanh)1
...

fp(tanh)n


 = JT

A (q)KpR
T (θ) tanh

(
Λ
[

ũ
ṽ

])




fp(sinh)1
...

fp(sinh)n


 = JT

A (q)KpR
T (θ) sinh

(
Λ
[

ũ
ṽ

])
.

Their local asymptotic stability has been shown
using the following Lyapunov functions

V1(q̇, ũ, ṽ) =
1
2
q̇T M(q)q̇ +

n∑
i=1

kpi

[[
ũ
ṽ

]
arctan

[
u
v

]

− 1
2

ln

(
1 +

[
u
v

]T [
u
v

])]
, (10)

V2(q̇, ũ, ṽ) =
1
2
q̇T M(q)q̇ + Ua(Kp, ũ, ṽ), (11)

in (11) we have that

Ua(Kp, ũ, ṽ) =




Ua(tanh) if |fp(sinh)i| ≥ σ+
i

Ua(sinh) if |fp(sinh)i| < σ+
i

Ua(tanh) =



√

ln cosh (γ1ũ)

√
ln cosh (γ2ṽ)




T

KpΓ−1



√

ln cosh (γ1ũ)

√
ln cosh (γ2ṽ)




Ua(sinh) =



√

cosh (γ1ũ) − 1

√
cosh (γ2ṽ) − 1




T

KpΓ−1



√

cosh (γ1ũ) − 1

√
cosh (γ2ṽ) − 1


 .

In the two Lyapunov functions Γ = KΛ =
diag{γ1, γ2} where K = diag{− αuλ

λ−oC3
,− αvλ

λ−oC3
}

and both are diagonal positive definite matrices.
The time derivates of (10) and (11) are given by

V̇1(q̇, ũ, ṽ) = −q̇T Kv arctan (Λq̇) ≤ 0, (12)

V̇2(q̇, ũ, ṽ) = −q̇T Kvq̇ ≤ 0, (13)

respectively, which are negative semidefinite func-
tions. Therefore, in agreement with the Lyapunov’s
direct method, the control laws yield stable closed
loop systems.

In order to study asymptotic stability we can ap-
ply the LaSalle’s theorem [11], in the region

Ω =





[

ũ
ṽ

]
q̇


 : V̇ (q̇, ũ, ṽ) = 0




=
{[

ũ
ṽ

]
∈ IR2, and q̇ = 0 ∈ IR2

}

the invariant set has isolated equilibria for revolute
joint planar robots, therefore we conclude the latter
equilibria are asymptotically stable.

To propose of experimental evaluation, the con-
trollers presented in this paper will be evaluated
with the reported in [3]:

τ 3 = JT
A (q)R(θ)Kp tanh

(
Λ
[
ũ
ṽ

])
− Kv tanh (Λq̇)

+ g(q). (14)

4 Experimental set-up

An experimental system for research of robot con-
trol algorithms has been designed and built at The
Universidad Autónoma de Puebla, México; it is a
direct–drive robot pendulum (see Figure 2). The
experimental robot consists of a link made of 6061
aluminum actuated by brushless direct drive servo
actuator from Parker Compumotor to drive the



joint without gear reduction. Advantages of this
type of direct-drive actuator includes freedom from
backslash and significantly lower joint friction com-
pared with actuators composed by gear drives. The
motor used in the robot are listed in Table 1.

Table 1: Servo actuator of the experimental pen-
dulum.

Link Model Torque [Nm] p/rev
Pendulum DM1004C 4 1,024,000

The servo is operated in torque mode, so the mo-
tors act as a torque source and they accept an ana-
log voltage as a reference of torque signal. Position
information is obtained from incremental encoder
located on the motor. The standard backwards
difference algorithm applied to the joint position
measurements was used to generate the veloci-
ty signals. The manipulator workspace is a circle
with a radius of 0.35 m.

Besides position sensors and motor drivers, the
robot also includes a motion control board manu-
factured by Precision MicroDynamic Inc., which is
used to obtain the joint positions. The control al-
gorithm runs on a Pentium–II (333 Mhz) host com-
puter.

Figure 2: Experimental robot.

With reference to our direct–drive robot, only
the gravitational torque is required to implement
the three visual servo controllers, which is available
in [12]:

g(q) = [ 1.81 sin(q) ] [Nm].

The vision system consists of a camera with a focal
length λ = 0.003 [m] and a FPG-44 frame processor
board that include the DSP TMS320C44. A black
disc was mounted on end-effector, the centroid of
disc was selected as the object feature point.

The CCD camera was placed in front of the robot
arm and its position with respect to the robot frame
ΣR was oC = [0.15, −0.25, 0.45]T [m].

The evaluated controllers have been written in
C language. The sampling rate was executed at
2.5 msec. while the visual feedback loop was at 33
msec.

5 Experimental results

We select in all controllers the desired position in
the image plane as [ud vd]T = [533 296]T [pixels]
and the following initial position [u(0) v(0)]T =
[342 376]T [pixels] and q̇(0) = 0 [degrees/sec]. The
friction phenomena were not modeled for compen-
sation purposes. That is, all the controllers did not
show any type of friction compensation. Therefore,
it was decided to consider the friction as unmodeled
dynamics.

Figure 3: Feature position trajectory in the image
plane for controller (8).

The experimental results for the controller (8)
are shown in Figures 3-4. The proportional and
derivative gains, for the controller, were selected as
Kp = 2.8 [Nm/pixels2], Kv = 0.2 [Nm-sec/degrees]
respectively and Λ = 0.1. Figure 3 show that the
transient response is fast and it was around 0.7 sec.



The components of the feature position error tend
asymptotically to a small neighborhood of zero (3
and 2 pixels, respectively).

Figure 4: Applied torque for controller (8).

The applied torque for the controller (8) is shown
in Figure 4. It can be observed that, in agreement
with the tuning of the gains, the torque signal dont
exceed the prescribed limit in Table 1.

Figure 5: Feature position trajectory in the image
plane for controller (9).

The experimental results for the controller (9)
are shown in Figures 5-6. The gains were se-
lected as Kp = 4.0 [Nm/pixels2], Kv = 0.029 [Nm-
sec/degrees] respectively and Λ = 0.1. The tran-
sient response was around 1.5 sec. and it is shown
in the Figure 5. The components of the feature po-
sition error tend asymptotically to a small neigh-
borhood of zero (2 and 1 pixels, respectively).

The applied torque is shown in Figure 6. It can

Figure 6: Applied torque for controller (9).

be observed that, in agreement with the tuning of
the gains, the torque signal clearly evolve inside the
prescribed limit in Table 1.

Figure 7: Feature position trajectory in the image
plane for controller (14).

Finally, Figures 7-8 show the experimental re-
sults of the controller (14). The parameters of this
controller were selected as Kp = 4.0 [Nm/pixels2],
Kv = 0.34 [Nm-sec/degrees] and Λ = 0.1. Figure
7 depicts the time evolution of feature error vector
[ũ ṽ]T . The transient response is fast and it was
around 0.8 sec. After transient, both components
of the feature position error tend asymptotically
to a small neighborhood (3 and -3 pixels, respec-
tively).

The applied torque for the controller (14) is
shown in Figure 8. It can be observed that, in
agreement with the tuning of the gains, the torque



Figure 8: Applied torque for controller (14).

signal clearly evolve inside the prescribed limit in
Table 1.

6 Conclusions

In this paper we have presented the analysis of lo-
cal asymptotic stability and the experimental eva-
luation of three visual servo controllers for fixed–
camera configuration. The direct visual controllers
belonging to the transpose Jacobian–based family.
These controllers yield locally asymptotically sta-
ble closed–loop systems.

In practical implementation of the controllers,
the image processing are limited by the video rate
of 33 msec. The three visual controllers show good
performance in spite of the forces of friction charac-
teristic of the mechanical system, as well as the un-
desirable phenomena taken place by the periods of
sampling of the electronic systems employees in the
system of vision.
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