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Abstract: - On the basis of generalized theory of system design the behavior of the different design trgjectories
in the design phase space was analyzed. The problem of the initia point selection for the time-optimal agorithm
construction was connected with the discovering of an additiona acceleration effect of design process. This
acceleration effect has been discovered by the analysis of various design strategies with different initia points.
This effect can be understood well on the basis of the elaborated design methodology by means of the different
design trgjectory analysis. It is displayed for al analyzed circuits and it reduces additionaly the total computer
time for the system design. Numerical results of some passive and active nonlinear electronic circuit design
demonstrate the perspective of the proposed approach.
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1 Introduction

The generalized theory for the system design on the
basis of control theory formulation was elaborated in
some previous works [1]{4]. This approach serves
for the time-optimal design algorithm definition. On
the other hand this approach gives the possibility to
andyze with a great clearness the design process
while moving aong the trgectory curve into the
design space. The main conception of the theory is
the introduction of the special control functions,
which, on the one hand generalize the design process
and, on the other hand, they give the possibility to
control design process to achieve the optimum of the
design objective function for the minimum computer
time. This possibility appears because practicaly an
infinite number of the different design strategies that
exig within the bounds of the theory, but the
different design strategies have the different
operation number and executed computer time. On
the bounds of this conception, the traditiona design
strategy is only a one representative of the enormous
set of different design strategies. As shown in [3] the
potential computer time gain that can be obtained by
the new design problem formulation increases when
the size and complexity of the system increase but it
is realized only in case when we have the agorithm
for the optimal trgjectories real construction. We can
define the formulation of the intrinsic properties and
special restrictions of the optimal design trgjectory as
one of the first problems that needs to be solved for
the optimal agorithm construction.

2 Accderation effect

On the basis of the new design methodology an
additional acceleration effect of the design process
was discovered. This effect appears for al anayzed
circuits. We start with a simplest electronic circuit
that has two parameters only (N=2) and doesn't has
any practical sense, but services well to understand
the processes that occur in the design procedure.
Then we analyze the N-dimensional problem, where
N has variation from 5 to 14. All these examples
demonstrate the additional acceleration effect that
appears due to the different design tragectory
behavior with the different control functions.

2.1 Two-dimensional problem
There is an andysis of a simplest electronic circuit
with the topology, which is shown in Fig. 1.
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Figure 1. Topology of asimplest electronic circuit.



We suppose that the element R has a nontlinear
dependency in general case R, =r, +b, X7,
There are only two variable parametersin this circuit,
the resistance R and the voltage V, . The element

R, is supposed as an independent parameter (K=1)

and the voltage V| as a dependent parameter (M=1).

Vector X of the state variables has two components

X =(%,%,) where X7 ° R,, % °V,. The model of
X,

X+ 1+, %5

equation is transformed to the normal form as:

the system is given by: X, = . This

g.(X)° (R +ro+b, 2, - X2 =0 ()

The objective function is defined by the formula

C(X) =(x, - k,)°, where Kk, has the fixed value
There is only one control function u, in this case

because there is only one dependent parameter X, .
The design trgjectory for this example is the curve in
two-dimensional space, if the numerical design
algorithm is applied. At the same time, the numerical
analysis of this simple circuit doesn't have sense,
because there is an analytic solution for this problem.
We can obtain this solution by means of the
Lagrange multipliers for example. However, we
provide the numerica anaysis of this circuit to
reveal the essential features of the new additional
design process acceleration effect. The main features
of this analysis appear in al other examples too.

The optimization procedure and the electronic
system model, in accordance with the new design
methodology [3], are defined by the next two
equations:

x*t=xs+t xf(X,U), a2 @

@- u)a(x)=0 &)

where U is the vector of control variables, and the
components of the movement directions f;(X,U)

for the i =1,2 depend on the optimization method.
These functions, for the gradient method for example,
are given by theformulas[1]:

fl(X,U):—%F(X,U) @

f,(X,U)=- q& F(x,u)+@[- x§+h2(X)] @)

S

where F(X,U) is the generdized objective

function,F(X,U):C(X)+%U1912(X)1 h,(X)

s+l

is the implicit function (x5 =h, (X)) and it
givesthe value of the parameter X, from the equation

(3), and the operator dd_ for =12 means
Xi
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The results of this circuit design for the non-
linearity parameter b =1.0 and for three different
optimization methods, the gradient method, the
Newton's method, and the Davidon-Fletcher -Powell
method (DFP) are given in Table 1 for the traditiona
design strategy  (W=0) and for the modified
traditional strategy (U,=1). The initia point of the
vector X for the system design is the next:

X, = (11).

Table 1. Complete set of design strategies for the
initial vector X, = (1,1).
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The traditional design strategy is the optimal one
in this case and it cannot be improved when the
initial vector X, is defined as (1,1). The trajectories
of the design process for this case are very simple to
draw. We have a two-dimensiona design phase
space in this case. The trgjectories which correspond
to the gradient optimizaion method from the Table 1
for the initial vector X, with the components (1,1)

and for three different values of the non-linearity
parameter b, (10, 1.0, 5.0) are presented in Fig. 2
@), (b), (0).
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Figure 2. Trajectories for the traditional strategy
(solid line) and for the modified traditiona strategy
(desh ling) for X, =(1,1). & b,=10"; b) b =1.0;

c)b,=5.0.

Solid lines in this figure correspond to the traditional
design strategy (U,=0); dash lines correspond to the
modified traditional strategy (u=1). The optimal
trgectories coincide with tragectories of the
traditiona design strategy. Another trgjectory
behavior is observed when the initid vaue of the
parameter X, is negative. The trgectories for the
three above described situation are presented in Fig.
3(), (b), (c), for X, =(1,-1).
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Figure 3. Trajectoriesfor the traditional strategy
(solid line) and for the modified traditional strategy
(dash ling) for X, =(1,-1). &) b,=10"5; b) b =1.0;

c)b,=5.0.

The trajectories that correspond to the traditional
design strategy practically do not have dependency
from the initial value of the component X,. Thereis
an only jump in the gtart point Sto the principal part
of the trgjectory line from above (when X, =1, Fig.2)

or from below (when X, = -1, Fig.3). Another
situation is observed when the modified traditional
strategy is used for X, = -1. The first part of the
trgjectory lies in a physically unrea sub-space
(X, < 0) and the second part lies in a real sub-space
(X, > 0). Moreover, it is very important to rote that
the movement along the trgjectory is very fast from
the start point Sto the point R. On the other hand the
movement is by far dower from the point R to the
finish point F. It is very important that trajectories
which correspond to the traditiond and the modified
traditional strategies draw to the finish point F from
the opposite directions. The unique possibility to
accelerate the design process is created when the
switching point of the control function u, lies in the
point, which is the projection of the finish point F to
the modified traditiona strategy trgjectory, which lies
in unredl sub-space. Thisis the point Sn. The optimal
trgjectory has two parts in this case. The firg part
corresponds to the curve S - Sw. During the
movement along this curve the control function U is
equal to 1. The control function U, at the time
moment, which corresponds to the point Sw, changes
the value to 0. At this moment the jump is redlized
from the point Sw to the finish point F or very near
to the point F (it depends on the calculate step).
Therefore a great acceleration of the design process
takes place. This acceleration effect is observed for
al values of the non-linearity parameter b,. The data,
which correspond to the non-linearity parameter
b,=1.0, initia vector X, = (1-1) and three different
optimization methods are given in Table 2 for the
optimal design strategy.

Table 1. Complete set of design strategies for the
initial vector X, = (1,-1).

N |Method Optimal control |Iterations|Switching | Total
function ul number |points design
time (sec) |
1] Gradient method 1. 0 2 1] 0.0002071]
|2 Newton method 1. 0 1] 0.000502!
3|DFP_method 1. 0 1] 0.000404:

The optimal trajectory has two parts for al
optimization methods. The computer time gain of the
optimal design strategies with respect to the
traditional design strategy by the acceleration effect
is equal to 4.91, 3.29, 3.53 for the gradient method,
Newton method and DFP method respectively. This
effect is observed for more complicate examples too.
However, in this case a trgjectory line of the design
process lies in N-dimensional design space and we
need to andyze different projections of N-
dimensiond curves.



2.2 Five-dimensional problem
The topology of the circuit is shown in Fig. 4.
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Figure 4. Circuit topology for K=3, M=2.

This is a nortlinear circuit that has three admittance
Vi.Yo,Ys @S independent parameters, (K=3) and two

node voltages V,,V, as dependent parameters,
(M=2). Non-linear element has dependency by the
law: y =a +b %V, -V,)?. The vector X has five
components X =(X,,%,, X5, X,, %) Where X2°y, |
XOy, X0y, , X, °V,, X °V,. The objective
function C (X) has been determined as the sum of

the squared differences between beforehand-defined
values and current values of the nodal voltages for
two nodes with additiona inequalities for some
circuit elements. However, it can be noted that the
additional acceleration effect appears for the
different types of the objective function. The data of
the complete set of design strategy with constant
value of the control function vector U and positive
components of the initia vector X, are presented in
Table 3 for three different optimization procedures.

Table 3. Complete set of design Strategies for the
initial vector X, =(1,1,1,1,1).

N |Controlfunctions |Gradient method Newion __method DFP. method

vector U (ul, u2) |lterations |Total design |lterations | Total design |lterations | Total design
number Jtime (sec) number _|ime (sec) number Jtime (sec)

bl (00) 19 0.0243] 7 0.039] 9 0.0241|
2 (01) 5 0.0238] E_)I 002511 1d 00107
3 (10) 60 0.0448 8] 0.0329 21 0.0331
4 (11) 69 0.0217] ] 0.0231] 23 00199

All these strategies are not time-optimal and the
optimal design strategies for al optimization
methods were found by means of the additional
analysis. The results of this andysis are given in
Table 4 for the nonlinearity parameters b, =1.0 and
for two values of the initial vector X, =(1,1,1,1,1)
and X, =(1,1,1,1-1).

Table 4. Data of the optima design strategies for two
vaues of the initial vector

Xin=(11111), X, =(1,1,1,1,-1).

N |Method Initial co-ordinate |Optimal control | Iterations [Switching | Total
vector Xn functions vector [number  |points design
U@l u2) time (sec) |
1{Gradient method (111,1,1) | (10);(11) 39 1 0014
(1111:-7) | (12)(00) (11) 16| 2.3 0.
2{Newton method (111,11) | (11); (20 7 3] 00229
(1111-1) | (10).(00). (01) 5 1:2 0.018]]
3|DFP method (111,11 | ©w; @y 10| 9 0011
(1233-1) | (11):(01) 7] 2l 0007

These results correspond to the analysis of the
previous section. The optimal control functions and
the optimal behavior of the design trgjectories were
obtained on the basis of some approximate methods
of the optimal control theory [5]-[11]. The computer
time gain of the optimal design strategy with respect
to the traditional design strategy is equal to 1.73,
174, and 2.3 for the gradient method, Newton
method and DFP method respectively and for the
first value of the initial vector X, . An additional
acceleration effect is displayed in case when the
initial vector X, is equd to one of the two possible
vaues. (1,1,1,1,-1) or (1,1,1-1-1). More effect is
observed for the first value. This effect appears due
to the trgjectory jump, similar to the two-dimensional
problem of the previous section. However, in this
case we have five-dimensiona space problem and
the trgectory behavior is more complicated. The
computer time gain in this caseis equal to 3.85, 2.19,
and 3.41 for three above mentioned optimization
methods. So, in this case we have an additional time
gan of 123%, 26%, and 48% for three different
methods.

2.3 N-dimensional problem
In genera case, we have N-dimensional design
problem. However, all specific features of the
additional design acceleration, as a nhecessary
trgjectory jump, and a time gain are revealed again
[12]. The potential computer time gain of the
optimum design strategy without and with an
additional acceleration as the function of the
dependent parameters number M is presented in Fig.
5 (@), (b) for three different optimization procedures.
Fig. 5 (a) corresponds to the time gain without an
additional acceleration effect when the initial value
of the state variables are positive and Fig. 5 (b)
corresponds to the time gain with an additional
acceleration effect when the initial value of some
state variables are negative.
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Figure 5. Optimal strategy potential computer time

gain. 1-Gradient method, 2-Newton method, 3 DFP

method.(a) without an additional accel eration effect;
(b) with an additional acceleration effect.

The circuit topology for the different node number
M has been taken from the paper [3]. The comparison
of the curves of the figures 5 (@ and 5 (b)
demonstrates that the additional acceleration effect is
displayed for al analyzed examples and gives an
additional time gain from 20% to 180% depending on
the problem dimension and optimization method.

The active circuit analysis gives similar results. In
Fig. 6 there is a circuit of the amplifier that consists
of three transistor cells.

There are three-node circuit for one transistor cell,
the fivenode circuit for the two transistor cells and
the seven-node circuit for the three transistor cells.
The potentiad computer time gain of the optimum
design strategy without and with an additional
acceleration as the function of the transistor cell
number Nrr is presented in Fig. 7 (a), (b) for two

Figure 6. Circuit topology for three-transistor cell
amplifier.

different optimization procedures (gradient method
and DFP method). The additional acceleration effect
is observed for the active circuit too, when some
components of theinitial vector X, are negative.
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Figure 7. Optimal strategy potential computer time
gain. 1-Gradient method, 2-DFP method.
(&) without an additional acceleration effect; (b) with
an additional acceleration effect.



However, in this case the andyss is more
complicated because the trgjectory design line not
always exists due to the specific current dependency
of the trangstor junctions. The additional time gain
due to the acceleration effect is changed from 30% to
125% depending on the node number and the
optimization method. The trgjectory behavior near the
finish point has a grate influence to the acceleration
effect quantitative value. The complex behavior of
the trajectories can complicate the acceleration effect
achievement because there are more than one jump
required in this case. The total computer time gain of
the optimal strategy for the last example (three
transistor cells circuit with 7 nodes and 14 variables)
due to the acceleration effect is equa to 620 for the
gradient optimization method and 477 for the DFP
method.

This value of the computer time gain shows a
great perspective of further research in this direction.
Now it is clear that the start point of the optimal
design process must be elected with at least one
negative coordinate and the first part of the optimal
design trgjectory lies in unreal state space. The other
part of the optimal design strategy consists of one or
severa jumps with the special adjust trajectories of
the different admissible strategies.

The additional acceleration effect, which is
discussed here, serves as an excdlent example of a
new qualitative result, which was obtained by the
generalized system design methodology. It is clear
that all these advantages of the new approach are
realized when the timeoptima dgorithm is
constructed. One of the main problems on thisway is
the definition of the specific characteristics and
specia features of the optimal or quas-optimal
design agorithm. The results obtained here serve as
the first step for the optimal design algorithm
characteristic determined in particularly for the initial
point optimal selection and for the preiminary
definition of the optimal trgectory and control
function structure.

3 Conclusions

The analysis of the different design strategies has
been done on the basis of before elaborated new
system design methodology. The design trgectory
behavior was analyzed for the different initial value
of the state variables. The additiona accel eration
effect of the system design process was discovered
by means of the variation of the initia value of the
state variables and the specia control functions. This
effect exists owing to the very different behavior of
the design trgjectories that have various control
functions and different start points of the design

space. This new effect reduces the total computer
time additionadly and gives the perspective to
accelerate more the system design process. On the
other hand, the obtained results give the useful
information about the initia point selection for the
optimal design process and about the structure of the
optimal or quasi- optimal design trgjectory.
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