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ABSTRACT

Mobile ad hoc networks are extensively used in military and civilian applications. So, security is one of the main concerns in modern network. Most of the routing protocols in MANET, such as DSR, AODV, in that nodes are reliable and cooperative. This routing protocol provides MANET vulnerable to various types of malicious attacks. In this paper a new efficient detecting technique is implemented in routing protocols (DSR, AODV). This method detects malicious attacks in MANET and also verified the detection rate, packet delivery rate in the network and the comparison study of routing protocols.

INTRODUCTION

Ad hoc networks are dynamic collections of self-organizing mobile nodes with links that are changing in an unpredictable way. They are characterized by a dynamic topology and the lack of any fixed infrastructure. The communication medium is broadcast. The nodes can be regarded as wireless mobile hosts with limited power, range and bandwidth. The recent rise in popularity of mobile wireless devices and technological developments has made possible the deployment of such networks for several applications. Indeed, because ad hoc networks do not have any fixed infrastructure such as stations or routers, they are highly applicable to emergency deployments, disasters, search and rescue missions and military operations. So far, most of the research has focused on functionality issues and efficiency, with security given a lower priority,  and   in   many   cases,   regarded   as  an   add-on afterthought technology rather than design feature 

Our goal in this paper is to show that tracing malicious (insider) faults of ad hoc networks is not as simple as it may appear at first.

In this paper, we present a proactive distributed detecting technique to detect and mitigate the malicious packet dropping attack. In our approach, every node proactively monitors the forwarding behavior of other nodes. Suppose node A wants to know if node B performs its forwarding functions, it will send a probe message to a node one hop away from node B, let us say to node C. C is supposed to respond to the probe message by sending back an acknowledgment to A [1]. If A can receive the acknowledgment within a certain time period, it acts as a confirmation that node B forwarded the probe message to C. With the assumption that a probe message is indistinguishable from a normal data packet, A knows that B will forward all the other packets.

Our experiments demonstrate that in a moderately changing network, the detecting technique can detect most of the malicious nodes with a relatively low false positive rate. The packet delivery rate in the network can also be increased if the detected malicious nodes are bypassed from network communication [2]. We argue that the probing technique is of practical significance since it can be implemented in the application layer and does not require the modification of underlying routing protocols.

The Ad hoc On-Demand Distance Vector (AODV) protocol
On-demand routing protocols are most appropriate for ad hoc networks due to their inherently dynamic nature. The Ad hoc On Demand Distance Vector protocol [1] is a commonly used routing protocol in which routes are only maintained as long as they remain active.  This limits the overhead required to support route discovery, as every change to the network topology does not need to be broadcast to the entire network unless it affects an active route. 

In the AODV protocol, the route setup is done in two phases. First, the network is flooded by the source node s with a request for a path to the destination node d. The body of the request bodys contains a source node identifier ids, a destination node identifier idd, a request sequence number and an authenticator hKsd(bodys) where hKsd is a keyed MAC (Message Authentication Code [3]) with key Ksd which is shared by s and d. Furthermore, the request also contains the hop count to be used by the destination node. In this way, the whole network can be mapped to a graph tree whose root is the source node s [4]. Since ad hoc networks are constantly changing, the source needs to closely monitor the path in order to maintain it in the face of transmission losses due to either network failures or malicious activities. When failure occurs, the source needs to identify the faulty links in order to avoid using them in the construction of new paths. However, the problem is harder than it first appears because, not only can malicious nodes cause link failures under their control, but they can also damage other links not under their control by supplying false information to the source and destination nodes.

Dynamic Source Routing

DSR is a fairly simple algorithm based on the concept of source routing, in which a sending node must provide the sequence of all nodes through which a packet will travel [1]. Each node maintains its own route cache, essentially a routing table, of these addresses. Source nodes determine routes dynamically and only as needed; there are no periodical broadcasts from routers.

The Efficient Detecting Algorithm

With a set of selected detecting paths, the detecting algorithm will probe over each of them. Given a detecting path, there are at least two ways of probing. One way is to probe from the farthest node to the nearest. The other way is to probe from the nearest node to the farthest. Each has its own advantages and disadvantages. Detecting from far to near is better if the detecting path is GOOD since it takes only one probe message and proves the goodness of all the intermediate nodes. But it may take more probe messages if a MALICIOUS node is located near the detecting node. This method can be applied to a network where we have the confidence that the majority of the nodes in the network are GOOD. The advantage of probing from near to far is that it generates smaller number of probing messages to detect a MALICIOUS node located near the probing node. Another advantage is that we have the prior knowledge of the states of all the intermediate nodes along the path to the probed node except its immediate predecessor node. The disadvantage is an intelligent attacker may be able to avoid detection by forwarding all packets (including probe messages destined to the downstream nodes) for a certain period of time immediately after receiving a probe message for itself. A received probe message therefore serves as a signature to an attacker that a diagnosis process is ongoing, and it would start to behave normally for a short period of time. Other search strategy (e.g., binary search) can also be deployed to reduce network overhead. In this paper, we present the algorithm for the first method, probing from the farthest nodes to the nearest, since it is stronger than the other alternatives in detecting malicious nodes. For a probing path, the probing node sends a probe message to the farthest node. If an acknowledgment message is received within a certain period of time, all the intermediate nodes are shown to be GOOD. Otherwise, a probe message is sent to the second farthest node. This process is repeated until one node responds to the probe message or the nearest node (a neighbor node) is probed and it is not responsive. In the latter case, we know that the neighbor node in the probed path either is DOWN or has moved out to another location. Since the neighbor node is not responsive, there is nothing we can do to monitor the rest nodes in the path. Therefore, probing over this path is stopped. If an intermediate node is responsive but a node subsequent to it is not, it is possible: 1) the intermediate node failed forwarding the probe message to the next node; 2) the link between the two nodes is broken by location change; 3) the unresponsive node is incapable of responding to the probe message. The diagnosis algorithm will then be called to decide which one is the case.

Simulations

We study the detection rate of the detecting technique and its impact on network performance using the GLOMOSIM . The simulation is performed on OS MS-2000 or XP workstations.

Simulation Environment

We implemented the detecting technique in GLOMOSIM version 2.0 with wireless extension. The routing protocol we use is Ad hoc On Demand Distance Vector (AODV) and Dynamic Source Routing (DSR) and the routing cache is path cache with a primary and a secondary FIFO cache[1]. The detecting technique is implemented, as a part of DSR, AODV and the probe message is a new type of AODV and DSR packet. We simulate a network with 670m x 670m space and 50 mobile nodes. The simulation time is 100 seconds. The mobile nodes move within the network space according to the poison model with a maximum speed of 20m/s. The pause time is 50 seconds, which represents a network with   moderately changing topology. The communication patterns we use are 10 constant bit rate (CBR) connections with a data rate of 4 packets per second. Those simulation parameters are widely used by the community. We chose them to make our simulation results comparable with others. We randomly choose 0, 6, 10, 16, 20, 22, and 27 BAD nodes in each of the simulation.

Simulation Results

We study the detecting technique  of the detection rate and packet delivery rate for the AODV, DSR And Standard DSR . We run the simulation 5 times and all the datas (Figure 1) are plotted using MATLAB, averaged from the 5 runs.
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Fig. 1. Detection Rate.

Detection Rate Figure 1.a shows the detection  rate. In the best case, 94% of the bad nodes can be detected. In the worst case, the detect rate is 86%. There are several reasons why a MALICIOUS node is not detected. First, the MALICIOUS node is not in any path in the routing cache each time when the detecting technique starts to probe. Since the detecting paths are selected solely based on the paths maintained by the routing cache, if a node is not contained in any path, its forwarding function will not be monitored. Second, there are two consecutive MALICIOUS nodes in a path, and the other hides the bad behavior of one. The link between the two bad nodes is detected as link layer break, the bad behavior is not detected. Although this affects the detection rate, it does not have impact on packet delivery rate since the link is removed from the routing cache in any way.
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Fig. 2. Network Throughput.

Packet Delivery Rate The graph of packet delivery rate (Figure 2) has three curves and they represent the throughput of standard DSR, DSR and the AODV with the extension of the detecting  technique. The graph demonstrates that the AODV is better than the DSR and the standard DSR. This is in line with our expectation since the bad nodes which failed in forwarding packets are removed from the routing cache. The result is that good paths are used for transmitting packets. We can also see from the graphs that packet delivery rate sometimes is higher when there is a higher percentage of BAD nodes than when there is a lower percentage of BAD nodes. 

Conclusion

Wireless ad hoc networks are vulnerable to various types of attacks. We presented a distributed detecting technique to detect and mitigate the malicious packet dropping attack in MANETs. We implemented the probing technique in GLOMOSIM with wireless extensions. Our experiments show that in a moderately changing network, the detecting technique can detect most of the malicious nodes with a relative low false positive rate. The packet delivery rate can also be increased if the node state information is shared with routing cache. We think the detecting technique is of practical significance since it can be implemented independently from routing software and does not require modification to the existing infrastructure. 
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